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Introduction

It is well known that long time behaviors of Markov processes may follow rules such as central
limit theorems, laws of large numbers, and large deviation principles. Some rules are controlled
by principal eigenvalues. For example, M. Kac [37] proved that for a transient Brownian motion
on Rd, the tail probability of the total occupation time on a compact set decays exponentially
and its rate is given by the principal eigenvalue of the generator of a time changed Brownian
motion. He also proved that the decay rate of a Feynman-Kac semigroup is given by the
principal eigenvalue of the associated Schrödinger operator. Nowadays, this fact follows as a
corollary of the Donsker-Varadhan large deviation theory ([23]). In this thesis, we study long
time asymptotic properties of branching symmetric Markov processes in terms of the principal
eigenvalues and the ground states of the associated Schrödinger type operators. In particular, we
consider the extinction property, the growth rate of the numbers of particles, and the asymptotic
distributions of particles.

A branching symmetric Markov process is known as a simple model of an evolving population.
Roughly speaking, a branching symmetric Markov process is described as follows: each particle
moves on a state space according to the law of a symmetric Markov process until the splitting
time, and then it creates new particles. After that, each of these particles repeats this movement
independently. More precisely, let X be a locally compact separable metric space and m a
positive Radon measure on X with full support. Let M = (Xt, Px) be an m-symmetric Markov
process on X and M = (Xt,Px) the branching symmetric Markov process such that each
particle moves independently according to the law of M. We denote by µ the branching rate,
that is, the positive continuous additive functional (PCAF) Aµ

t in the Revuz correspondence
to µ determines the distribution of the splitting time of each particle. We assume that µ is
a Green-tight measure (in notation, µ ∈ K∞). For the definition of the Green-tightness, see
Definition 1.1. We denote by {pn(x)}n≥0 the branching mechanism, that is, a particle splits into
n particles with probability pn(x) at branching site x ∈ X. Further, let Q(x) =

∑∞
n=1 npn(x)

be the expected number of particles which are born at branching site x ∈ X and define the
intensity of population growth by ν(dx) := (Q(x) − 1)µ(dx).

We first establish a criterion for M to extinct or extinct locally in terms of the principal
eigenvalue for a time changed process. We define a formal operator by

Ľµ,Qµ :=
1

Qµ
(L − µ), (1)

where L is the generator of M. We then see that Ľµ,Qµ is regarded as the generator of the
exp (−Aµ

t )-subprocess time changed with respect to AQµ
t , where AQµ

t is the PCAF corresponding
to the measure Qµ. Since Qµ and µ denote the intensity of creations and the intensity of killings
respectively, we say that the operator Ľµ,Qµ expresses the balance between these intensities. This
suggests that the extinction of the branching process is controlled by the principal eigenvalue
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of Ľµ,Qµ. In fact, the operator Ľµ,Qµ is realized as a self-adjoint operator on L2(X; Qµ) and
λ̌ := λ̌(Qµ, µ) denotes the bottom of the spectrum of Ľµ,Qµ, namely,

λ̌(Qµ, µ) = inf
{
E(u, u) +

∫
X

u2 dµ : u ∈ F ,

∫
X

u2 Qdµ = 1
}

. (2)

Here (E ,F) is the Dirichlet form generated by M. We then show that, under the assumption
that λ̌ is a discrete spectrum, the branching process M extincts or extincts locally if and only
if λ̌ ≥ 1 (see Theorems 2.4 and 2.11 below).

The extinction problem is one of the basic problems of branching Markov processes and
has been studied by many persons. For instance, Sevast’yanov [49] and S. Watanabe [61] con-
sidered this problem for a branching Brownian motion on a bounded domain in Rd with state-
independent branching rate and branching mechanism. They then gave a criterion for extinction
by the principal eigenvalue of the Dirichlet Laplacian. R. G. Pinsky [42] investigated and devel-
oped the theory of generalized principal eigenvalues of Schrödinger operators. Using this theory,
he in [43] analytically gave a criterion for a measure-valued branching diffusion process to extinct
locally, that is, the particles on every compact set disappear. On the other hand, Engländer
and Kyprianou [26] probabilistically gave the criterion for local extinction. In these papers, the
ground state of the Schrödinger operator plays an essential role; they construct the ground state
by using well-known facts for elliptic differential operators, Harnack’s inequality and Schauder’s
estimate. Here we consider the branching jump Markov processes and this approach is not ap-
plicable to construct the ground state because we do not know the corresponding properties for
non-local operators. To overcome this difficulty, we use the generator of a time changed process.
We can then construct the ground state by using the compact embedding of the Dirichlet form
corresponding to the motion component; however, we must restrict the branching rate within
the class K∞ to show the compact embedding. Further, to prove the regularity of the ground
state, we need to restrict the branching rate within the subclass S∞ ⊂ K∞, which is introduced
in [14] (see Definition 1.1). This assumption on the branching rate essentially says that the
branching is rare at infinity. Here we would like to emphasize that our result is an extension of
the result in [49] and [61] because every constant function belongs to S∞ for Brownian motions
on bounded domains. Moreover, we allow the state spaces to be unbounded and the branching
rate to be not only functions but also measures.

We next study the exponential growth of the numbers of particles for the branching process
M. To cope with this problem, we use the principal eigenvalue and the ground state of an
associated Schrödinger operator. More precisely, let

Lν := L + ν (3)

and denote by λ1 := λ1(ν) the bottom of the spectrum of Lν :

λ1(ν) = inf
{
E(u, u) −

∫
X

u2 dν : u ∈ F ,

∫
X

u2 dm = 1
}

. (4)

Let h be the corresponding ground state. Namely, h is a function on X attaining the infimum
of (4). Define

Mt = eλ1t
Zt∑
i=1

h
(
Xi

t

)
, t ≥ 0,

where Zt denotes the total number of particles and Xi
t, 1 ≤ i ≤ Zt, is the position of the ith

particle at time t. Then, under the assumption that λ1 is a negative discrete spectrum, we
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prove the square integrability of the martingale Mt. As a result, a limit M∞ := limt→∞ Mt

exists in L1 (Px) and Px-a.s. Furthermore, we show that the limit M∞ is positive Px-a.s. on
the event that the branching process survives (Theorem 3.4). This result says that Zt grows
exponentially with rate −λ1 at least. We also study the exponential growth of the number of
particles in every relatively compact open set (Theorem 3.8). Theorem 3.8 indicates that the
number of particles in every relatively compact open set may grow exponentially at rate −λ1.
Engländer and Kyprianou [26] studied the same problem for a branching diffusion process with
regular branching rate function. Here we consider more general branching symmetric Markov
processes than those studied in [26]. Indeed, we discuss the exponential growth for the branching
processes whose motion components are jump Markov processes and whose branching rates are
measures.

As stated above, the square integrability of Mt is crucial. We now explain how to prove it.
By the definition of the branching symmetric Markov process, it follows that

Ex

[
M2

t

]
= e2λ1tEx

[
exp (Aν

t ) h(Xt)2; t < ζ
]

+ Ex

[∫ t∧ζ

0
exp (2λ1s + Aν

s) h(Xs)2 dARµ
s

]
,

(5)

where ζ is the lifetime of M, Aν
t = AQµ

t − Aµ
t and R(x) =

∑∞
n=0 n(n − 1)pn(x). Hence, to

show the square integrability of Mt, we use a criterion for the gaugeability of measures. Here
µ = µ+ − µ− ∈ K∞ −K∞ is said to be gaugeable if

sup
x∈X

Ex

[
exp

(
Aµ

ζ

)]
< ∞.

Z.-Q. Chen [14] and Takeda [52] then showed that µ is gaugeable if and only if λ̌(µ+, µ−) > 1 (see
Theorem 1.2 below). In addition, there are relations between λ1(µ) and λ̌(µ+, µ−) as follows:

λ1(µ) ≥ 0 ⇐⇒ λ̌(µ+, µ−) ≥ 1 and λ1(µ) > 0 =⇒ λ̌(µ+, µ−) > 1.

Applying these results to the right hand side of (5), we establish the square integrability of Mt.
We finally establish limit theorems for a class of branching symmetric Markov processes.

Namely, under the assumption that λ1 is a negative discrete spectrum, we show that for any
x ∈ X, Px-a.s.

lim
t→∞

eλ1tZt(A) = M∞

∫
A

h dm (6)

for every relatively compact Borel set A in X, where Zt(A) denotes the number of particles on
the set A at time t (Theorem 4.7). The equation (6) says that Zt(A) grows exponentially at
rate −λ1 and that the ground state determines the asymptotic distribution of particles. The
limit theorem for branching symmetric Markov processes has been studied for a long time. For
example, S. Watanabe studied in [61] and [62] the asymptotic properties of branching symmetric
diffusion processes and established a limit theorem in [62]. His approach is based on a general-
ization of the Fourier transform and requires that the transition densities of the Feynman-Kac
semigroups are represented by the spectral measures and the eigenfunctions. Asmussen and
Hering [4] also established a limit theorem in [4] for general supercritical branching processes.
To apply their result to branching symmetric Markov processes, we have to check that every
spectrum of the Schrödinger operator is discrete, and consequently the Feynman-Kac semigroup
has an eigenfunction expansion. However, branching symmetric α-stable processes with singular
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branching rates do not satisfy the conditions imposed in [62] and [4]. In fact, since the transition
density of Lν may not be expressed by the spectral measure, the methods used in S. Watanabe
[62] and in Asmussen and Hering [4] are not applicable here. Unlike their conditions, we use the
fact that the operator Lν has a spectral gap. A crucial point is that the spectral gap implies
the ergodicity of the h-transformed semigroup of the Feynman-Kac semigroup. By this property
with an application of the gaugeability of measures, we can establish (6) in discrete time, and
then extend it to a continuous time version by applying a method from the proof of Theorem
1’ in [4].

We consider branching Brownian motions and branching symmetric α-stable processes as
concrete models; a Brownian motion is a typical model of diffusion processes and a symmetric
α-stable process is a typical model of jump processes. As we saw above, we need to calculate
explicitly the principal eigenvalues λ̌ and λ1 in order to find asymptotic properties for these
processes. However, it is difficult in general to calculate the principal eigenvalues of Schrödinger
type operators with non-local principal parts. Therefore, for special classes of them, we calculate
the principal eigenvalues by the Dirichlet principle. We can then obtain asymptotic properties
explicitly for a class of branching Brownian motions and branching symmetric α-stable processes.
For example, let us consider a branching symmetric α-stable process in one dimension with
1 < α ≤ 2. First take the Dirac measure at a > 0 as branching rate and suppose that each
particle dies upon arriving at 0. We then see that this branching symmetric α-stable process
extincts if and only if

0 < a ≤

−
Γ(α) cos

(πα

2

)
2


1/(α−1)

(Example 2.18). Next take δ0, the Dirac measure at the origin, as branching rate and suppose
that the state space is R. We then obtain for any x ∈ R, Px-a.s.

lim
t→∞

eλ1(α)tZt((−r, r)) =


(∫ ∞

−∞
h dx − O

(
r−α

))
M∞, 1 < α < 2

2(1 − e−r) M∞, α = 2

for any r > 0, where

λ1(α) = −

 21/α

α sin
(π

α

)


α/(α−1)

is the principal eigenvalue of the Schrödinger operator −1
2 (−∆)α/2+δ0 and h is the corresponding

ground state. Moreover, M∞ is positive Px-a.s. (Example 4.12).
Since the explicit calculations of the principal eigenvalues are difficult as we mentioned

above, we try to give lower bound estimates. To do this, we first establish a variational formula
for Dirichlet forms. Recall that X be a locally compact separable metric space and m is a
positive Radon measure on X with full support. In [24], Donsker and Varadhan proved a large
deviation principle of occupation distributions of conservative Markov processes on X with the
so-called I-function as its rate function. Moreover, they showed that, if the Markov process is
m-symmetric, then the I-function is identified with the associated Dirichlet form (E ,F). M.
F. Chen [13] then extended this identification to symmetric jump processes with killings. Our
objective is to extend it further to general symmetric Markov processes including time changed
processes. More precisely, let L̂ be the “extended generator” of a symmetric Markov process
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determined by the martingale problem and D+
(
L̂

)
the set of nonnegative functions in the

domain of L̂ (see Definition 5.1). We then prove

E(f, f) = − inf
u∈D+(L̂), ε>0

∫
X

L̂u

u + ε
f2dm, f ∈ F . (7)

Furthermore, applying this formula, we obtain the lower bound estimate of the bottom of the
spectrum: let λ0 be the bottom of the spectrum of the operator L. We can then derive the
following generalized Barta’s inequality,

λ0 ≥ inf
x∈X

(
−L̂u

u

)
(x), u ∈ D++

(
L̂

)
,

where D++
(
L̂

)
is the set of strictly positive functions in the domain of L̂ (Theorem 5.8).

The organization of this thesis is as follows. In Chapter 1, we first recall the notions of
Dirichlet forms and symmetric Markov processes. We next introduce two classes K∞ and S∞
of Kato measures, which play an important role in this thesis. We next introduce the notion
of branching symmetric Markov processes. We finally introduce the notion of symmetric α-
stable processes because we consider branching symmetric α-stable processes as typical models.
Chapters 2, 3 and 4 are devoted to the study of asymptotic properties of branching symmetric
Markov processes and its applications to branching Brownian motions and branching symmetric
α-stable processes. We give in Chapter 2 a criterion for extinction or local extinction in terms
of the principal eigenvalues for time changed processes. We study in Chapters 3 and 4 the
exponential growth of the numbers of particles and the asymptotic distributions of particles in
terms of the principal eigenvalues and the ground states of Schrödinger operators. Chapters
5 and 6 are devoted to calculations and estimates of the principal eigenvalues for Schrödinger
type operators. We establish in Chapter 5 a variational formula for Dirichlet forms generated
by general symmetric Markov processes. As its application, we derive generalized Barta’s in-
equality. Using this inequality and the Dirichlet principle, we estimate and calculate in Chapter
6 the principal eigenvalues of Schrödinger type operators associated with Brownian motions and
symmetric α-stable processes. In Appendix A, we show that the Green function is positive for
any absorbing symmetric α-stable process on an open set. This result implies that any absorbing
α-stable process is irreducible even if the state space is disconnected.

Chapter 4 is based on a joint work with Zhen-Qing Chen and Chapter 5 is based on a joint
work with Masayoshi Takeda.
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Chapter 1

Preliminaries

In this chapter, we first review the general theory of Dirichlet forms and some facts related to
Feynman-Kac functionals. We next introduce the notion of branching Markov processes. We
finally introduce the notion of symmetric α-stable processes and remark some properties.

1.1 Dirichlet forms and symmetric Hunt processes

Let X be a locally compact separable metric space and m a positive Radon measure on X with
full support. Let M = (Ω,F ,Ft, θt, Xt, Px, ζ) be an m-symmetric Hunt process on X, where
{Ft}t≥0 is the minimal admissible filtration. The shift operator θt satisfies Xt ◦ θs = Xt+s

identically for s, t ≥ 0, and ζ is the lifetime, ζ = inf{t > 0 : Xt = ∆}, where ∆ is the cemetery
point.

Let us denote by(E ,F) the regular Dirichlet form of M. Let Fe be the family of m-measurable
functions on X such that |u| < ∞ m-a.e. and there exists an E-Cauchy sequence {un} of
functions in F such that limn→∞ un = u m-a.e. Then (E ,Fe) is called the extended Dirichlet
form of (E ,F) ([29, p. 36]). We define the 1-capacity associated with the Dirichlet form (E ,F)
for an open set O ⊂ X by

Cap(1)(O) = inf {E1(u, u) : u ∈ F , u ≥ 1 m-a.e. on O} , (1.1)

where Eα(u, u) = E(u, u) + α
∫
X u2 dm for α > 0, and for any set A ⊂ X by

Cap(1)(A) = inf
{

Cap(1)(O) : O is open, O ⊃ A
}

.

For a set A ⊂ X, a statement depending on x ∈ A is said to hold q.e. on A, if there exists
a set N ⊂ A of zero capacity such that the statement is true for x ∈ A \ N . Here q.e. is an
abbreviation for quasi everywhere. A function u ∈ Fe is said to be quasi continuous, if for any
ε > 0, there exists an open set O ⊂ X with Cap(1)(O) < ε such that u|X\O is finite continuous,
where u|X\O is the restriction of u on X \O. It is then known in Theorem 2.1.7 of [29] that each
u ∈ Fe admits a quasi continuous m-version. In the sequel, we always assume that each u ∈ Fe

is quasi continuous.
An increasing sequence {Fn} of closed sets is said to be a nest if limn→∞ Cap(1)(X \Fn) = 0.

An increasing sequence {Fn} of closed sets is said to be a generalized nest if limn→∞ Cap(1)(K \
Fn) = 0 for any compact set K ⊂ X. A positive Borel measure µ is said to be smooth, if µ
charges no set of zero capacity and there exists a generalized nest {Fn} such that µ(Fn) < ∞
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for all n. Denote by S the set of smooth measures. It is then known in Theorem 5.1.4 of [29]
that there exists a one to one correspondence between smooth measures and positive continuous
additive functionals (PCAFs in abbreviation), the so-called Revuz correspondence, as follows; if
we denote by Aµ

t the PCAF corresponding to µ ∈ S, then for any γ-excessive function h (γ ≥ 0)
and any positive Borel measurable function f ,

lim
t↓0

1
t

∫
X

Ex

[∫ t

0
f(Xs) dAµ

s

]
h(x) m(dx) =

∫
X

f(x)h(x) µ(dx).

A positive Radon measure µ on X is said to be of finite energy integral, if∫
X
|u| dµ ≤ C

√
E1(u, u), u ∈ F ∩ C0(X) (1.2)

for some positive constant C, where C0(X) stands for the set of continuous functions on X with
compact support. Denote by S0 the set of measures of finite energy integral. Then, by the Riesz
representation theorem, there exists a unique function Gαµ ∈ F for µ ∈ S0 such that

Eα(Gαµ, u) =
∫

X
u dµ, u ∈ F (1.3)

for any α > 0 ([29, Theorem 2.2.5]). We call Gαµ the α-potential of µ.
For any µ ∈ S, there exists a generalized nest {Fn} such that µn = 1Fn ·µ ∈ S0 ([29, Theorem

2.2.4]). Then Lemma 2.2.10 of [29] implies that Gαµn−Gαµm is again an α-potential for n > m,
and consequently {Gαµn} is an increasing sequence. We thus define the α-potential of µ ∈ S by
Gαµ = limn→∞ Gαµn. We next characterize Gαµ probabilistically. Let Aµ

t be the PCAF whose
Revuz measure is µ. Then

Gαµn(x) = Ex

[∫ ζ

0
e−αtχFn(Xt) dAµ

t

]
q.e. x ∈ X.

Since {Fn} is a generalized nest, it holds that

lim
n→∞

Ex

[∫ ζ

0
e−αtχFn(Xt) dAµ

t

]
= Ex

[∫ ζ

0
e−αt dAµ

t

]
.

Hence we get

Gαµ(x) = Ex

[∫ ζ

0
e−αt dAµ

t

]
q.e. x ∈ X. (1.4)

Denote by S1 the set of positive Radon measures on X charging no set of zero capacity. Then
S0 ⊂ S1 ⊂ S.

When M is transient, the 0-order capacity Cap(A) is defined by replacing E1 and F in (1.1)
with E and Fe, respectively. We say that a positive Radon measure µ on X is said to be of finite
(0-order) energy integral, if the inequality (1.2) holds with E1 on the right hand side replaced
by E . Denote by S(0)

0 the set of measures of 0-order finite energy integral. Then the equation
(1.3) with α = 0 determines a unique function Gµ ∈ Fe for any µ ∈ S(0)

0 . We call Gµ the
(0-order) potential of µ. By the same argument as above, we can define Gµ for any µ ∈ S by
Gµ = limn→∞ Gµn, where µn = 1Fn ·µ and Fn is a generalized nest such that µn ∈ S0. We also
see that

Gµ(x) = Ex

[
Aµ

ζ

]
q.e. x ∈ X. (1.5)
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Let (N,H) be a Lévy system of M (see [8] and [29, Theorem 5.3.1]); that is, N is a kernel
on (X∆,B(X∆)) such that N(x, {x}) = 0 for any x ∈ X and Ht is a PCAF of M such that, for
any nonnegative function ϕ ∈ B(X∆ × X∆) with ϕ(x, x) = 0 for any x ∈ X∆,

Ex

∑
s≤t

ϕ(Xs−, Xs)

 = Ex

[∫ t

0

∫
X∆

ϕ(Xs, y)N(Xs, y) dHs

]
,

where X∆ = X ∪ {∆} and Xt− = lims↑t Xs. Denote by µH the Revuz measure of the PCAF Ht

of M and define

J(dx, dy) := N(x, dy)µH(dx) and κ(dx) := N(x, ∆)µH(dx), (1.6)

which are called the jump measure and the killing measure of M, respectively.
By Fukushima’s decomposition [29, Theorem 5.2.2], it holds that for u ∈ Fe,

u(Xt) − u(X0) = Mu
t + Nu

t , t ≥ 0 Px-a.s. for q.e. x ∈ X, (1.7)

where Mu
t is a martingale additive functional of finite energy and Nu

t is a continuous additive
functional of zero energy. Denote by Mu,c

t and µ⟨Mu,c⟩, respectively, the continuous martingale
part of Mu

t and the Revuz measure corresponding to ⟨Mu,c⟩t, the quadratic variation of Mu,c
t .

The measure µ⟨Mu,c⟩ is called the energy measure of Mu,c
t . A Beurling-Deny decomposition ([29,

Theorem 5.3.1]) then implies that

E(u, u) =
1
2

∫
X

µ⟨Mu,c⟩(dx) +
1
2

∫∫
X×X\△

(u(x) − u(y))2 J(dx, dy) +
∫

X
u(x)2 κ(dx), u ∈ F ,

where △ = {(x, y) ∈ X × X : x = y}.
Let Mµ = (Xµ

t , Pµ
x ), µ ∈ S1, be the subprocess of M with respect to the multiplicative

functional exp (−Aµ
t ) (see [29, Appendix A.2] for details):

Eµ
x [f(Xµ

t )] = Ex [exp(−Aµ
t )f(Xt); t < ζ] .

Then Mµ generates the regular Dirichlet form (Eµ,Fµ) ([29, Theorem 6.1.1]):

Fµ = F ∩ L2(X;µ)

Eµ(u, u) = E(u, u) +
∫

X
u2 dµ, u ∈ Fµ.

Denote by τµ
t the right continuous inverse of Aµ

t ,

τµ
t = inf

{
s > 0 : Aµ

s∧ζ > t
}

.

Let F = supp[µ] and let Fµ be the fine support of the measure µ defined by

Fµ = {x ∈ X : Px (τµ
0 = 0) = 1} . (1.8)

Note that Fµ is finely closed and Aµ
t (ω) increases only when Xt(ω) ∈ Fµ for Px-a.s. ω ∈ Ω for

q.e. x ∈ X ([29, Lemma 5.1.11]). The time changed process M̌ = (Y µ
t , Px) of M with respect
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to Aµ
t is defined by Y µ

t = Xτµ
t
. Then M̌ is a µ-symmetric Hunt process on Fµ with lifetime Aµ

ζ

([29, Theorem 6.2.1]). Set

HF µu(x) = Ex [u(XσFµ );σF µ < ∞] ,

where σF µ is the hitting time of Fµ, σF µ = inf{t > 0 : Xt ∈ Fµ}. Then M̌ generates the regular
Dirichlet form (Ě , F̌) on L2(F ;µ) ([29, Theorem 6.2.1]):

F̌ =
{
ψ ∈ L2(F ; µ) : ψ = u µ-a.e. on F for some u ∈ Fe

}
Ě(ψ,ψ) = E(HF µu,HF µu), ψ ∈ F̌ , ψ = u µ-a.e. on F for some u ∈ Fe.

Moreover, (Ě , F̌) satisfies

Ě(u, u) = inf{E(v, v) : v ∈ Fe, v = u q.e. on F}. (1.9)

The equation (1.9) is the so-called Dirichlet principle.

1.2 Gaugeability and Feynman-Kac semigroups

1.2.1 Gaugeability and classes of measures

Let {pt, t ≥ 0} be the Markovian transition semigroup of M given by

ptf(x) = Ex [f(Xt)] , f ∈ B+(X),

where B+(X) denotes the set of nonnegative Borel measurable functions on X. In this subsection,
we assume that the transition density of M is absolutely continuous with respect to m and denote
by pt(x, y) the integral kernel of pt,

ptf(x) =
∫

X
pt(x, y)f(y) m(dy).

Let Gα(x, y) be the α-resolvent density of M,

Gα(x, y) =
∫ ∞

0
e−αtpt(x, y) dt, α > 0.

If M is transient, then the Green function

G0(x, y) :=
∫ ∞

0
pt(x, y) dt

exists for x ̸= y, and we put G(x, y) = G0(x, y).
We now introduce classes of measures in S.

Definition 1.1. (i) A positive smooth Radon measure on X is said to be in the Kato class K, if

lim
α→∞

sup
x∈X

∫
X

Gα(x, y) µ(dy) = 0.

(ii) A positive smooth Radon measure on X is said to be in K∞(Gα), if for any ε > 0, there
exists a compact set K ⊂ X and a positive constant δ > 0 such that

sup
x∈X

∫
X\K

Gα(x, y) µ(dy) < ε,
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and for all measurable sets B ⊂ K with µ(B) < δ,

sup
x∈X

∫
B

Gα(x, y) µ(dy) < ε.

The class K∞ is defined by

K∞ =

{
K∞(G), M is transient
K∞(G1), M is recurrent.

(iii) A positive smooth Radon measure µ on X is said to be in S∞(Gα), if for any ε > 0, there
exists a compact set K ⊂ X and a positive constant δ > 0 such that

sup
(x,z)∈X×X\△

∫
X\K

Gα(x, y)Gα(y, z)
Gα(x, z)

µ(dy) < ε,

and for all measurable sets B ⊂ K with µ(B) < δ,

sup
(x,z)∈X×X\△

∫
B

Gα(x, y)Gα(y, z)
Gα(x, z)

µ(dy) < ε.

When M is transient, the class S∞(G) is simply denoted by S∞

If M is transient, then it holds that S∞ ⊂ K∞ by Corollary 3.1 of [19] and any measure
in K∞ with compact support belongs to S∞. It is known in Proposition 2.2 of [14] that any
measure µ in K∞ is Green bounded,

sup
x∈X

Ex

[
Aµ

ζ

]
= sup

x∈X

∫
X

G(x, y) µ(dy) < ∞. (1.10)

In the sequel, we assume that M is transient. Let µ be a signed measure on X which can
be decomposed into µ = µ+ − µ− for some µ+, µ− ∈ K∞. Then the measure µ is said to be
gaugeable, if

sup
x∈X

Ex

[
exp

(
Aµ

ζ

)]
< ∞,

where Aµ
t = Aµ+

t − Aµ−

t . Define

λ̌(µ+, µ−) = inf
{
E(u, u) +

∫
X

u2 dµ− : u ∈ F ,

∫
X

u2 dµ+ = 1
}

. (1.11)

When µ− = 0, we simply denote λ̌(µ+, 0) by λ̌(µ).

Theorem 1.2. ([14, Corollary 2.9, Theorem 5.1]) Suppose that a signed measure µ on X can
be decomposed into µ = µ+ − µ− for some µ+, µ− ∈ K∞. Then the following conditions are
equivalent:
(i) The measure µ is gaugeable;
(ii) λ̌(µ+, µ−) > 1;
(iii) supx∈X Ex

[∫ ζ
0 exp (Aµ

t ) dAν
t

]
< ∞ for any ν ∈ K∞.
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The implications (i) ⇔ (ii) and (iii) ⇒ (ii) are already proved in [14, Corollary 2.9, Theorem
5.1]. We can show the implication (ii) ⇒ (iii) in a similar way to that yielding Proposition 3.2
of [15] as follows. Let µ be a measure on X which can be decomposed into µ = µ+ − µ− for
some µ+, µ− ∈ K∞. Assume that λ̌(µ+, µ−) > 1 and fix a measure ν ∈ K∞. Since

λ̌(pµ+, pµ−) ≥ λ̌(pµ+, µ−) =
1
p
λ̌(µ+, µ−)

for any p > 1, we can take p > 1 such that λ̌(pµ+, pµ−) > 1. Let q > 1 be the conjugate
component of p, that is, q satisfies 1/p + 1/q = 1. Then the Hölder inequality implies that

Ex

[∫ ζ

0
exp (Aµ

t ) dAν
t

]
≤ Ex

[
sup

0≤t≤ζ
(exp (Aµ

t ))Aν
ζ

]

≤ Ex

[
sup

0≤t≤ζ
(exp (Apµ

t ))

]1/p

Ex

[
Aqν

ζ

]1/q
.

(1.12)

Noting that the measure qν belongs to K∞, we have supx∈X Ex

[
Aqν

ζ

]
< ∞. A direct calculation

yields that

sup
0≤t≤ζ

(exp (Apµ
t )) = sup

0≤t≤ζ

∫ t

0
exp (Apµ

s ) dApµ
s + 1

≤ sup
0≤t≤ζ

∫ t

0
exp (Apµ

s ) dApµ̃+

s + 1

=
∫ ζ

0
exp (Apµ

s ) dApµ̃+

s + 1,

where µ̃+ − µ̃− is the Jordan decomposition of the measure µ. Since the measures µ̃+ and µ̃−

belong to the class K∞, respectively, and the condition that λ̌(pµ+, pµ−) > 1 is equivalent to
that λ̌(pµ̃+, pµ̃−) > 1 by [58, Lemma 3.1], we obtain

sup
x∈X

Ex

[∫ ζ

0
exp (Apµ

t ) dApµ̃+

t

]
< ∞

by [14, Corollary 2.9, Theorem 5.1]. Therefore, the right hand side of (1.12) is bounded, which
shows the implication (ii) ⇒ (iii).

1.2.2 Feynman-Kac semigroups

In this subsection, we assume the following on M:

Assumption 1.3. (i) (Irreducibility) If a Borel set A is pt-invariant, that is, if pt(1Af) = 1Aptf
holds for every f ∈ L2(X; m) ∩ Bb(X) and t > 0, then either m(A) = 0 or m(X \ A) = 0 holds.
Here Bb(X) stands for the set of bounded Borel measurable functions on M.
(ii) (Strong Feller property) For any f ∈ Bb(X), ptf is a bounded and continuous function on
X.
(iii) (Ultracontractivity) For any t > 0, it holds that ∥pt∥1,∞ < ∞, where ∥ · ∥p,q denotes the
operator norm from Lp(X; m) to Lq(X; m).
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Note that, by Assumption 1.3 (ii) and the m-symmetry of pt, the transition probability of
M is absolutely continuous with respect to m.

We know from [50] that, for a positive smooth measure µ of M on X and α > 0,∫
X

u2dµ ≤ ∥Gαµ∥∞Eα(u, u), u ∈ F .

Then, by the definition of K, it follows that for µ ∈ K, there exists a constant α > 0 such that∫
X

u2dµ ≤ 1
2
E(u, u) + α

∫
X

u2 dm for u ∈ F . (1.13)

Let µ be a signed measure on E which can be decomposed as µ = µ+ − µ− for some
µ+, µ− ∈ K. Let {pµ

t , t ≥ 0} be the Feynman-Kac semigroup given by

pµ
t f(x) = Ex [exp (Aµ

t ) f(Xt)] , f ∈ B+(X). (1.14)

Then it follows from [1, Theorem 3.3] and (1.13) above that {pµ
t , t ≥ 0} is a strongly continuous

semigroup on L2(X; m) and its associated quadratic form is (Eµ,F) where

Eµ(u, u) = E(u, u) −
∫

X
u2 dµ, u ∈ F .

Moreover, under Assumption 1.3, we have from [1] the following.

Theorem 1.4. Let µ = µ+ − µ− ∈ K −K. Then, under Assumption 1.3, it holds that
(i) For any f ∈ Bb(X), pµ

t f is a bounded and continuous function on X. Moreover, pµ
t admits

an integral kernel pµ
t (x, y) that is jointly continuous in (x, y) ∈ X × X for each t > 0:

pµ
t f(x) =

∫
X

pµ
t (x, y)f(y)m(dy), f ∈ B+(X).

(ii) For any t > 0, it holds that ∥pµ
t ∥p,q < ∞ for any 1 ≤ p ≤ q ≤ ∞.

For a signed measure µ = µ+ − µ− ∈ K∞ −K∞, define

λ1(µ) = inf
{
Eµ(u, u) : u ∈ F ,

∫
X

u2 dm = 1
}

. (1.15)

Denote byσ(Eµ) the totality of the spectrum of the self-adjoint operator associated with (Eµ,F).
Let

λ0 := inf
{
E(u, u) : u ∈ F ,

∫
X

u2 dm = 1
}

.

We also make the following assumption:

Assumption 1.5. (Compact embedding) The embedding of (F , E1) into L2(X;µ+) is compact,
where E1(u, u) := E(u, u) +

∫
X u2 dm.

Under this assumption, by the Friedrichs theorem ([40, Lemma 2.5.4/1]), the spectrum of
σ(Eµ) less than λ0 consists of only isolated eigenvalues with finite multiplicities. We denote by
h the corresponding ground state normalized as

∫
X h2 dm = 1. Let λ2(µ) denote the second

bottom of the spectrum of σ(Eµ), that is,

λ2(µ) = inf
{
Eµ(u, u) : u ∈ F ,

∫
X

u2 dm = 1,

∫
X

uh dm = 0
}

.
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Then λ2(µ) − λ1(µ) > 0 if λ1(µ) < λ0.
In the remainder of this section, we fix a signed measure µ = µ+ − µ− ∈ K∞ − K∞.

Assume that Assumption 1.5 holds and that λ1 := λ1(µ) < 0. We note that, since it holds that
h = eλ1tpµ

t h on X, the ground state h is bounded and continuous by Theorem 1.4 and strictly
positive by the irreducibility of M and the strict positivity of exp(Aµ

t ). Let Gµ−
α and Gµ−

α (x, y)
denote the α-resolvent and the α-resolvent density respectively, of the exp (−Aµ

t )-subprocess of
M, that is,

Gµ−
α f(x) :=

∫
X

Gµ−
α (x, y)f(y) m(dy) := Ex

[∫ ζ

0
exp

(
−αt − Aµ−

t

)
f(Xt) dt

]
for f ∈ B+(X). Note that

h(x) =
∫

X
Gµ−

−λ1
(x, y) h(y) µ+(dy) = Gµ−

−λ1
(hµ+)(x). (1.16)

When µ− = 0, we simply denote Gµ−

−λ1
(hµ+) by G−λ1(hµ).

1.2.3 Ground states of time changed processes

In this subsection, we assume that M is transient and satisfies Assumption 1.3 (i) and (ii). Let
µ be a signed measure on X which can be decomposed into µ = µ+ − µ− for some µ+, µ− ∈
K∞. Then, by the Dirichlet principle (1.9), λ̌(µ+, µ−) is the bottom of the spectrum for the
exp

(
−Aµ−

t

)
-subprocess of M time changed with respect to Aµ+

t . We now make the following
assumption:

Assumption 1.6. (Compact embedding of the extended Dirichlet space) The embedding of
(Fe, E) into L2(X; µ+) is compact.

Under this assumption, λ̌(µ+, µ−) defined in (1.11) is the principal eigenvalue. Denote by ȟ
the corresponding ground state in Fe. We then see in a similar way to Lemma 2.2 of [57] that

λ1(µ) ≥ 0 ⇐⇒ λ̌(µ+, µ−) ≥ 1. (1.17)

If µ is a signed measure on X which can be decomposed into µ = µ+ − µ− ∈ S∞ −S∞, then we
see from Section 4 of [57] that the ground state ȟ is a bounded, strictly positive and continuous
function on X and that

ȟ(x) = λ̌

∫
X

Gµ−
(x, y)ȟ(y) µ+(dy),

where Gµ−
(x, y) := Gµ−

0 (x, y).

1.3 Branching symmetric Hunt processes

Following [34] and [35], we introduce the notion of branching symmetric Hunt processes. Let
{pn(x)}n≥0, x ∈ X, be a sequence such that

0 ≤ pn(x) ≤ 1 and
∞∑

n=0

pn(x) = 1.
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For µ ∈ S, we denote by Z the random variable of the exponential distribution with rate Aµ
t :

Px(t < Z | F∞) = exp (−Aµ
t ) .

A particle of the branching symmetric Hunt process starts at x ∈ X according to the law Px.
When ζ < Z, it dies at time ζ. On the other hand, when Z < ζ, it splits into n particles
with probability pn(XZ−) at time Z. Then each of these particles starts at XZ− independently
according to the law PXZ− . Let X(0) = {∆} and X(1) = X. Define the equivalent relation ∼
on Xn = X × · · · × X︸ ︷︷ ︸

n

as follows; let xn = (x1, x2, x3, . . . , xn), yn = (y1, y2, y3, . . . , yn) ∈ Xn. If

there exists a permutation σ on {1, 2, 3, · · · , n} such that yi = xσ(i) for all i, then it is denoted
by xn ∼ yn. Let X(n) = Xn/ ∼ and X =

⋃∞
n=0 X(n). When the branching process consists of

n particles at time t, they determine a point in X(n). Hence it defines a branching symmetric
Hunt process M = (Xt,Px,Gt) on X with motion component M, branching rate µ and branching
mechanism {pn(x)}n≥0. Let T be the first splitting time of M:

Px(t < T |σ(X)) = Px(t < Z | F∞)
= exp (−Aµ

t ) .
(1.18)

Denote by Zt the number of particles of M at time t, that is,

Zt = n if Xt = (X1
t ,X

2
t ,X

3
t , . . .X

n
t ) ∈ X(n).

Define
e0 = inf{t > 0 : Zt = 0}.

Then e0 is called the extinction time of M. Set ue(x) = Px(e0 < ∞) = Px (limt→∞ Zt = 0).
We then say that M extincts if ue ≡ 1 on X. Denote by Zt(A) the number of particles in a set
A ⊂ X at time t and

LA = sup{t > 0 : Zt(A) > 0}.
Set uA(x) = Px(LA < ∞) = Px (limt→∞ Zt(A) = 0). We then say that M extincts locally if
uA = 1 on X for every relatively compact open set A in X.

Let

Q(x) =
∞∑

n=0

npn(x) and R(x) =
∞∑

n=1

n(n − 1)pn(x).

We then obtain the following:

Lemma 1.7. If supx∈X Q(x) < ∞, then

Ex

[
Zt∑
i=1

f(Xi
t)

]
= Ex

[
exp

(
A

(Q−1)µ
t

)
f(Xt); t < ζ

]
(1.19)

for any f ∈ Bb(X). If supx∈X R(x) < ∞, then

Ex

[(
Zt∑
i=1

f(Xi
t)

) (
Zt∑
i=1

g(Xi
t)

)]
= Ex

[
exp

(
A

(Q−1)µ
t

)
f(Xt)g(Xt); t < ζ

]

+ Ex

∫ t∧ζ

0
exp

(
A(Q−1)µ

s

)
EXs

Zt−s∑
i=1

f(Xi
t−s)

EXs

Zt−s∑
i=1

g(Xi
t−s)

 dARµ
s

 (1.20)

for any f, g ∈ Bb(X).
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Proof. Let us denote by Zt(m) the total number of particles at time t such that each of their
trajectories over time interval [0, t] has m branching points, and by

Xt(m) =
(
X1

t (m),X2
t (m), · · · ,XZt(m)

t (m)
)

the positions of all such particles at time t. Define

Zt(f) =
Zt∑
i=1

f(Xi
t) and Zt(m; f) =

Zt(m)∑
i=1

f(Xi
t(m)),

respectively, for f ∈ Bb(X). Then

Zt(f) =
∞∑

m=0

Zt(m; f).

We first show (1.19). It follows from (1.18) that

Ex [Zt(0; f)] = Ex [exp (−Aµ
t ) f(Xt); t < ζ] .

Since each particle moves independently, the strong Markov property yields that

Ex [Zt(m; f)] = Ex [EXT
[Zt−T (m − 1; f)] ; T ≤ t]

= Ex

[
ZT∑
i=1

EXi
T

[Zt−T (m − 1; f)] ; T ≤ t

]

= Ex

[∫ t∧ζ

0
exp (−Aµ

s )EXs [Zt−s(m − 1; f)] dAQµ
s

]
.

By using this relation again, the right hand side above is equal to

Ex

[∫ t∧ζ

0
exp (−Aµ

s ) EXs

[∫ (t−s)∧ζ

0
exp (−Aµ

u)EXu [Zt−s−u(m − 2; f)] dAQµ
u

]
dAQµ

s

]
. (1.21)

Since Aµ
s+u = Aµ

s + Aµ
u ◦ θs and ζ = s + ζ ◦ θs on {s < ζ}, it follows that

EXs

[∫ (t−s)∧ζ

0
exp (−Aµ

u)EXu [Zt−s−u(m − 2; f)] dAQµ
u

]

= Ex

[∫ (t−s)∧(ζ◦θs)

0
exp (−Aµ

u ◦ θs)EXu◦θs [Zt−s−u(m − 2; f)] dAQµ
u ◦ θs

∣∣∣∣∣Fs

]

= Ex

[∫ (t−s)∧(ζ−s)

0
exp

(
−Aµ

s+u + Aµ
s

)
EXu+s [Zt−s−u(m − 2; f)] dAQµ

s+u

∣∣∣∣∣Fs

]

= exp (Aµ
s ) Ex

[∫ t∧ζ

s
exp (−Aµ

u)EXu [Zt−u(m − 2; f)] dAQµ
u

∣∣∣∣∣Fs

]
Px-a.s. on {s < ζ}.
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By Fubini’s theorem, the term (1.21) is equal to

Ex

[∫ t∧ζ

0

(∫ t∧ζ

s
exp (−Aµ

u)EXu [Zt−u(m − 2; f)] dAQµ
u

)
dAQµ

s

]
= Ex

[∫ t∧ζ

0
exp (−Aµ

u)EXu [Zt−u(m − 2; f)]
(∫ u∧ζ

0
dAQµ

s

)
dAQµ

u

]
= Ex

[∫ t∧ζ

0
exp (−Aµ

u)EXu [Zt−u(m − 2; f)]AQµ
u dAQµ

u

]
.

Hence, by repeating this procedure, we have

Ex [Zt(m; f)] = Ex

exp (−Aµ
t )

(
AQµ

t

)m

m!
f(Xt); t < ζ

 ,

which implies (1.19).
We next show (1.20). Note that

Ex [Zt(0; f)Zt(0; g)] = Ex [exp (−Aµ
t ) f(Xt)g(Xt); t < ζ]

and
Ex [Zt(0; f)Zt(m; g)] = 0

for m ≥ 1 because Zt(0; f)Zt(m; g) = 0 by definition. Denote by Zj
t (m) the total number

of children of xj at time t such that each of their trajectories over time interval [0, t] has m
branching points under the law Pxn , xn = (x1, x2, x3, · · · , xn) ∈ X(n), and by

Xj
t (m) =

(
Xj,1

t (m),Xj,2
t (m),Xj,3

t (m), · · ·Xj,Zj
t (m)

t (m)
)

the positions of all such particles at time t. Let us define

Zj
t (m; f) =

Zj
t (m)∑
i=1

f(Xj,i
t (m)).

Then the strong Markov property shows that

Ex [Zt(m; f)Zt(n; g)] = Ex [EXT
[Zt(m − 1; f)Zt(n − 1; g)] ; T ≤ t]

= Ex

EXT

 ZT∑
j=1

Zj
t−T (m − 1; f)Zj

t−T (n − 1; g)

 ; T ≤ t


+ Ex

EXT

 ∑
1≤j,k≤ZT ,j ̸=k

Zj
t−T (m − 1; f)Zk

t−T (n − 1; g)

 ; T ≤ t


for m,n ≥ 1. Moreover, since each particle moves independently, (1.18) yields that the last term
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above is equal to

Ex

[
ZT∑
i=1

EXi
T

[Zt−T (m − 1; f)Zt−T (n − 1; g)]

]

+ Ex

 ∑
1≤j,k≤ZT ,j ̸=k

E
Xj

T
[Zt−T (m − 1; f)]EXk

T
[Zt−T (n − 1; f)]


= Ex

[∫ t∧ζ

0
exp (−Aµ

s )EXs [Zt−s(m − 1; f)Zt−s(n − 1; g)] dAQµ
s

]
+ Ex

[∫ t∧ζ

0
exp (−Aµ

s )EXs [Zt−s(m − 1; f)]EXs [Zt−s(n − 1; g)] dARµ
s

]
.

Then, by iterations and Fubini’s theorem,

Ex [Zt(m; f)Zt(m; g)] = Ex

exp (−Aµ
t )

(
AQµ

t

)m

m!
f(Xt)g(Xt); t < ζ


+ Ex

∫ t∧ζ

0
exp (−Aµ

s )
m∑

k=1

EXs [Zt−s(m − k; f)]EXs [Zt−s(m − k; g)]

(
AQµ

s

)k−1

(k − 1)!
dARµ

s


and

Ex [Zt(m; f)Zt(n; g)]

= Ex

∫ t∧ζ

0
exp (−Aµ

s )
n∑

k=1

EXs [Zt−s(m − k; f)]EXs [Zt−s(n − k; g)]

(
AQµ

s

)k−1

(k − 1)!
dARµ

s


for m > n ≥ 1. Noting that

Zt(f)Zt(g) =
∞∑

m=0

Zt(m; f)Zt(m; g) +
∞∑

n=1

∞∑
m=n+1

(Zt(m; f)Zt(n; g) + Zt(m; g)Zt(n; f))

and using Fubini’s theorem, we obtain (1.20).

1.4 Symmetric α-stable processes

Let Mα = (Ω,F ,Ft, θt, Xt, Px), 0 < α ≤ 2, be a symmetric α-stable process on Rd. Denote by
(Eα,Fα) the Dirichlet form on L2(Rd) generated by Mα. If α = 2, then M2 is the Brownian
motion on Rd and (E2,F2) = (D/2,H1(Rd)), where H1(Rd) is the Sobolev space of order one
and D is the Dirichlet integral,

D(u, u) =
∫

Rd

|∇u|2 dx, u ∈ H1(Rd).

17



On the other hand, if 0 < α < 2, then Mα is a pure jump process and

Eα(u, u) = A(d, α)
∫∫

Rd×Rd\△

(u(x) − u(y))2

|x − y|d+α
dxdy

Fα =

{
u ∈ L2(Rd) :

∫∫
Rd×Rd\△

(u(x) − u(y))2

|x − y|d+α
dxdy < ∞

}
,

where

A(d, α) =
α2α−3Γ

(
d + α

2

)
απd/2Γ

(
1 − α

2

) and Γ(x) =
∫ ∞

0
e−ttx−1 dt.

If d > α, then Mα is transient and the Green function G(x, y) is given by

G(x, y) =
α21−αΓ

(
d − α

2

)
απd/2Γ

(α

2

) 1
|x − y|d−α

. (1.22)

Let MD = (XD
t , PD

x ) be the absorbing symmetric α-stable process on an open set D ⊂ Rd:
set

XD
t =

{
Xt, 0 ≤ t < τD

∆, t ≥ τD,

where τD is the exit time of Mα from D, τD = inf{t > 0 : Xt /∈ D}. Then the Dirichlet form
(ED,FD) of MD is the following:

FD = {u ∈ Fα : u = 0 q.e. on Dc}

ED(u, u) =



1
2

∫
D
|∇u|2 dx, α = 2

1
2
A(d, α)

∫∫
D×D\△

(u(x) − u(y))2

|x − y|d+α
dxdy

+A(d, α)
∫

D
u(x)2

(∫
Dc

1
|x − y|d+α

dy

)
dx, 0 < α < 2

([29, Theorem 4.4.2, Example 4.4.1]). Let {pD
t , t ≥ 0} be the Markovian transition semigroup

of MD given by
pD

t f(x) = ED
x

[
f

(
XD

t

)]
, f ∈ B+(D).

By definition,
pD

t f(x) = Ex [f(Xt) : t < τD] .

We denote by pD
t (x, y) the integral kernel of pD

t ,

pD
t f(x) =

∫
D

pD
t (x, y)f(y) dy.

Let GD
β (x, y), β > 0, be the β-resolvent density of MD,

GD
β (x, y) =

∫ ∞

0
e−βtpD

t (x, y) dt.
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If MD is transient, then the Green function

GD
0 (x, y) :=

∫ ∞

0
pD

t (x, y) dt

exists for x ̸= y, and we put GD(x, y) = GD
0 (x, y). We denote by KD

∞ and SD
∞ respectively, the

classes K∞ and S∞ associated with MD when we need to specify the state space D.

Remark 1.8. (i) We remark that Assumptions 1.3 and 1.5 are satisfied by Brownian motions,
symmetric α-stable processes, and that Assumption 1.5 holds for every signed measure µ =
µ+ − µ− ∈ K∞ −K∞. Clearly Assumption 1.3 is satisfied by Brownian motions and symmetric
α-stable processes. That Assumption 1.5 holds for symmetric α-stable processes is proved [55].
We also note that Assumption 1.6 is satisfied by transient Brownian motions and symmetric
α-stable processes. That Assumption 1.6 holds for symmetric α-stable processes is proved [57].

Let (E ,F) be a regular Dirichlet form on L2(Rd) and M the associated symmetric Hunt
process. If (E1,F) is comparable to that of the symmetric α-stable process, then, by applying
the same argument as in [55], we can show that the embedding of (F , E1) to L2(Rd; µ) is compact
for any µ ∈ K∞.

For instance, we consider stable-like processes on Rd in the sense of [17]; let c(x, y) be a
symmetric function on Rd × Rd which is bounded between two positive constants c2 > c1 > 0,
that is,

c1 ≤ c(x, y) ≤ c2, a.e. (x, y) ∈ Rd × Rd.

Fix 0 < α < 2 and define

E(u, u) =
∫∫

Rd×Rd\△

(u(x) − u(y))2

|x − y|d+α
c(x, y) dxdy

F =

{
u ∈ L2(Rd) :

∫∫
Rd×Rd\△

(u(x) − u(y))2

|x − y|d+α
dxdy < ∞

}
.

Since (E ,F) is a regular Dirichlet form on L2(Rd), there exists an associated symmetric Hunt
process on Rd, which is called the α-stable-like process. Clearly the Dirichlet form (E ,F) is
comparable to that of the symmetric α-stable process. Moreover, it is proved in [17, Theorem
4.14] that the α-stable-like process on Rd admits a Hölder continuous transition density which
is comparable to that of the symmetric α-stable process. These facts imply that stable-like
processes on Rd fulfill Assumptions 1.3 and 1.5. In addition, if d > α, then they also fulfill
Assumption 1.6. Note that the class K∞ of the α-stable-like process on Rd is identified with
that of the symmetric α-stable process on Rd.

We note that relativistic α-stable processes also satisfy Assumptions 1.3 and 1.5. Let us
denote by (Eα,Fα) and (Rα,D(Rα)) the Dirichlet forms on L2(Rd; dx) respectively generated
by the symmetric α-stable process and the relativistic α-stable process. Since (Rα

1 ,D(Rα)) is
comparable to (Eα

1 ,Fα) by (3.7) of [20], Assumption 1.5 holds for relativistic α-stable processes
by applying the arguments in [55, Section 2] to (Rα

1 ,D(Rα)).

(ii) Let M be a simply connected, complete and non-compact Riemannian manifold and
consider the Brownian motion on M . Denote by (E ,F) the associated regular Dirichlet form on
L2(M ; V ):

E(u, u) =
1
2

∫
M

|∇u|2 dV

F = the closure of C∞
0 (M) with respect to E(·, ·) + ∥ · ∥2

L2(M ;V ),
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where V is the Riemannian volume of M . We then see in a similar way to [56, Section 3]
that Assumption 1.5 is satisfied. Moreover, if the Brownian motion on M is transient, then
Assumption 1.6 is also satisfied. On the other hand, we can find in [22, Section 5] some sufficient
conditions for the Brownian motion on M to satisfy Assumption 1.3.

Remark 1.9. Recall that MD is the absorbing symmetric α-stable process on an open set D
in Rd. Assume that MD is transient. We now show that, if the support of a measure ν ∈ SD

∞
is compact, then ν belongs to S∞

(
GD

β

)
for any β > 0. Fix a measure ν ∈ SD

∞ with compact

support and put F = supp[ν]. Let O be a bounded C1,1 domain in D such that F ⊂ O. Here we
say that O is a C1,1 domain, if for any x ∈ ∂O, there exists a positive constant r > 0 such that
Bx(r) ∩ ∂O is the graph of a function whose first derivatives are Lipschitz continuous, where
Bx(r) =

{
y ∈ Rd : |x − y| ≤ r

}
. Since GD(x, y) ≤ G(x, y), Corollary 1.3 of [18] implies that

GO(x, y) ≤ GD(x, y) ≤ CGO(x, y)

for any x, y ∈ F , where C ≥ 1 is some positive constant depending on F . Furthermore, since

sup
(x,z)∈O×O\△

∫
O

GO(x, y)GO(y, z)
GO(x, z)

dy < ∞

by Theorem 1.8 of [18], it follows from Theorem 5.3 of [14] and Lemma 3.3 of [52] that

GO
β (x, y) ≤ GO(x, y) ≤ CGO

β (x, y)

for any x, y ∈ O, which leads us to that

GD
β (x, y) ≤ GD(x, y) ≤ CGD

β (x, y)

for any x, y ∈ F . Here the constants C above are different and depend on β. Therefore, for any
nonnegative Borel function f on D,

sup
(x,z)∈D×D\△

∫
D

GD
β (x, y)GD

β (y, z)

GD
β (x, z)

f(y) ν(dy) = sup
(x,z)∈F×F\△

∫
F

GD
β (x, y)GD

β (y, z)

GD
β (x, z)

f(y) ν(dy)

≤ C sup
(x,z)∈F×F\△

∫
F

GD(x, y)GD(y, z)
GD(x, z)

f(y) ν(dy).

(1.23)

Note that the following 3G-inequality holds locally for GD(x, y):

GD(x, y)GD(y, z)
GD(x, z)

≤ C(GD(x, y) + GD(y, z)), (x, z) ∈ F × F \ △,

where C is a constant depending on F . Thereby the right hand side of (1.23) is not greater than

2C sup
x∈F

∫
F

GD(x, y)f(y) ν(dy) = 2C sup
x∈D

∫
D

GD(x, y)f(y) ν(dy),

which shows that ν belongs to S∞

(
GD

β

)
.
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Let µ be a signed measure on D which can be decomposed into µ = µ+ − µ− ∈ KD
∞ − KD

∞
such that the supports of µ+ and µ− are compact. Define

λ1(µ; D) = inf
{
ED(u, u) −

∫
D

u2 dµ : u ∈ C∞
0 (D),

∫
D

u2 dx = 1
}

.

Assume that λ1 := λ1(µ; D) < 0 and let h be the corresponding ground state with normalization∫
D h2 dx = 1. Since µ+ and µ− belong to S∞

(
GD

−λ

)
as discussed above, we can show that, by

the same way as in Section 4 of [57],

C−1GD
−λ1

(o, x) ≤ h(x) ≤ CGD
−λ1

(o, x), x ∈ D \ K (1.24)

for a compact set K ⊂ D and a fixed point o ∈ K, where C ≥ 1 is some positive constant
depending on K. On the other hand, if D = Rd, then

h(x) ≤ C exp
(
−

√
−2λ1|x|

)
, |x| ≥ 1 (1.25)

for α = 2 and
C−1

|x|d+α
≤ h(x) ≤ C

|x|d+α
, |x| ≥ 1 (1.26)

for 0 < α < 2 by (II.18) of [12].
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Chapter 2

Extinction of branching symmetric
Markov processes

In this chapter, we give a criterion for extinction or local extinction of branching symmetric Hunt
processes in terms of the principal eigenvalues for time changed processes of symmetric Hunt
processes. Here the branching rates and the branching mechanisms can be state-dependent. In
particular, the branching rates can be singular with respect to the Lebesgue measure. We apply
this criterion to branching Brownian motions and branching symmetric α-stable processes.

2.1 Extinction and local extinction

Let X be a locally compact separable metric space and m a positive smooth Radon measure on
X with full support. Let M = (Xt, Px) be an m-symmetric Hunt process on X. Throughout
this section, we assume that M is transient and satisfies Assumption 1.3 (i) and (ii), that is, M
is irreducible and the semigroup satisfies the strong Feller property.

Let M = (Xt,Px) be a branching symmetric Hunt process with motion component M,
branching rate µ ∈ K∞ and branching mechanism {pn(x)}n≥0. We first consider the extinction
problem of M. Let

F (u)(·) =
∞∑

n=0

pn(·)u(·)n.

We characterize the function ue(x) := Px(e0 < ∞) as a solution to the equation as follows.

Proposition 2.1. The function ue is a minimal solution to

u(x) = Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (u)(Xt) dAµ
t

]
, 0 ≤ u ≤ 1. (2.1)

Proof. The strong Markov property of M implies that

ue(x) = Px(e0 = ζ < T, e0 < ∞) + Px(e0 = T < ζ, e0 < ∞)
+ Px(T < e0 ∧ ζ, e0 < ∞)

= Px(ζ < T, ζ < ∞) + Px(e0 = T < ζ, e0 < ∞)
+ Ex [PXT

(e0 < ∞);T < e0 ∧ ζ] .
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Since
Px(ζ < T, ζ < ∞) = Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

]
,

Px(e0 = T < ζ, e0 < ∞) = Ex

[∫ ζ

0
exp (−Aµ

t ) p0(Xt) dAµ
t

]
,

Ex [PXT
(e0 < ∞);T < e0 ∧ ζ] = Ex

[∫ ζ

0
exp (−Aµ

t )
∞∑

n=1

pn(Xt)ue(Xt)n dAµ
t

]
,

the function ue is a solution to (2.1).
Let R = inf{t > 0 : Zt ̸= Z0} and S = R ∧ T . Define

S0 = 0
Sk = Sk−1 + S ◦ θSk−1

, k ≥ 1,

where θt is the shift of paths for M. If ZSk
= 0 for some k ≥ 1, then we define Sl = Sk for all

l ≥ k. Let uk(x) = Px(ZSk
= 0, e0 < ∞). Then u0 ≡ 0 and

uk(x) = Px(ζ < T, ζ < ∞) + Px (e0 = T < ζ, e0 < ∞)
+ Ex

[
PXT

(
ZSk−1

= 0, e0 < ∞
)
; T < e0 ∧ ζ

]
.

(2.2)

Let xn = (x1, x2, x3, · · · , xn) ∈ X(n). Since

Pxn

[
ZSk−1

= 0, e0 < ∞
]
≤

n∏
i=1

Pxi

[
ZSk−1

= 0, e0 < ∞
]
,

the last term of the right hand side of (2.2) is not greater than

Ex

[
ZT∏
i=1

PXi
T

(
ZSk−1

= 0, e0 < ∞
)
; T < e0 ∧ ζ

]

= Ex

[∫ ζ

0
exp (−Aµ

t )
∞∑

n=1

pn(Xt)uk−1(Xt)n dAµ
t

]
,

and thus

uk(x) ≤ Ex

[
exp

(
−Aµ

ζ

)
: ζ < ∞

]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (uk−1)(Xt) dAµ
t

]
. (2.3)

Suppose that a function v is also a solution to (2.1). On account of (2.3), uk ≤ v for any k ≥ 1
by induction, which implies that limk→∞ uk = ue ≤ v.

Lemma 2.2. Any solution to (2.1) is finely continuous.

Proof. Let u be a solution to (2.1). Then the Markov property of M yields that

u(Xt) = EXt

[
exp

(
−Aµ

ζ

)
; ζ < ∞

]
+ EXt

[∫ ζ

0
exp (−Aµ

s ) F (u)(Xs) dAµ
s

]
= Ex

[
exp

(
−Aµ

ζ◦θt
◦ θt

)
; ζ ◦ θt < ∞

∣∣∣Ft

]
+ Ex

[∫ ζ◦θt

0
exp (−Aµ

s ◦ θt) F (u)(Xs ◦ θt) dAµ
s ◦ θt

∣∣∣∣∣Ft

]
Px-a.s. on {t < ζ}
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for all x ∈ X. Since it holds that Aµ
s+t = Aµ

t + Aµ
s ◦ θt and that ζ = t + ζ ◦ θt Px-a.s. on {t < ζ},

the right hand side above is equal to

Ex

[
exp

(
−Aµ

t+ζ◦θt
+ Aµ

t

)
; ζ < ∞

∣∣∣Ft

]
+ Ex

[∫ ζ−t

0
exp

(
−Aµ

s+t + Aµ
t

)
F (u)(Xs+t) dAµ

s+t

∣∣∣∣∣Ft

]

= exp (Aµ
t ) Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

∣∣∣Ft

]
+ exp (Aµ

t ) Ex

[∫ ζ

t
exp (−Aµ

s ) F (u)(Xs) dAµ
s

∣∣∣∣∣Ft

]

= exp (Aµ
t ) Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

∣∣∣Ft

]
+ exp (Aµ

t ) Ex

[∫ ζ

0
exp (−Aµ

s ) F (u)(Xs) dAµ
s

∣∣∣∣∣Ft

]

− exp (Aµ
t )

∫ t

0
exp (−Aµ

s ) F (u)(Xs) dAµ
s .

By noting that the right hand side above is right continuous by the right continuity of the
filtration {Ft}t≥0, the function u is finely continuous by [9, §4 Theorem 4.8].

Lemma 2.3. If Px(ζ < ∞) < 1 for x ∈ X, then ue(x) < 1, that is, the process M does not
extinct.

Proof. Since ue ≤ 1 and
Ex

[
exp

(
−Aµ

ζ

)
; ζ = ∞

]
> 0,

(2.1) implies that

ue(x0) ≤ Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (1)(Xt) dAµ
t

]
= 1 − Ex

[
exp

(
−Aµ

ζ

)
; ζ = ∞

]
< 1.

Recall that

Q(x) = F ′(1)(x) =
∞∑

n=1

npn(x)

and suppose that supx∈X Q(x) < ∞. Put

λ̌(µ,Q) = inf
{
E(u, u) +

∫
X

u2 dµ : f ∈ F ,

∫
X

f2 Qdµ = 1
}

. (2.4)

We then have

Theorem 2.4. Assume that Px(ζ < ∞) = 1 for all x ∈ X and that the branching rate µ belongs
to the class S∞. Then, under Assumption 1.6, M extincts if and only if λ̌(µ,Q) ≥ 1.

Proof. Let λ̌ := λ̌(µ,Q). First suppose that λ̌ ≥ 1. Let u be a solution to (2.1) and denote
by σA the hitting time of a set A in X, σA = inf {t > 0 : Xt ∈ A}. Let O = {x ∈ X : u(x) < 1}
and assume that Px(σF µ∩O < ∞) > 0 for all x ∈ X, where Fµ is the fine support of the measure
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µ defined in (1.8). Since u is finely continuous by Lemma 2.2 and u− un < (n− 1)(1− u) on O
for n ≥ 2, it follows from (2.1) and the assumption on the lifetime that

u(x) = Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) u(Xt) dAµ
t

]
+ Ex

[∫ ζ

0
exp (−Aµ

t )
∞∑

n=0

pn(Xt)(u(Xt)n − u(Xt)) dAµ
t

]

> Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) u(Xt) dAµ
t

]
− Ex

[∫ ζ

0
exp (−Aµ

t )
∞∑

n=0

(n − 1)pn(Xt)(1 − u(Xt)) dAµ
t

]

for all x ∈ X. Let v = 1 − u. Then the right hand side above is equal to

Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) (1 − v(Xt)) dAµ
t

]
− Ex

[∫ ζ

0
exp (−Aµ

t )
∞∑

n=0

(n − 1)pn(Xt)v(Xt) dAµ
t

]

= 1 − Ex

[∫ ζ

0
exp (−Aµ

t ) v(Xt) dAQµ
t

]
.

Hence
0 ≤ v(x) < Gµ,Qµv(x), (2.5)

where Gµ,Qµ is the generalized resolvent defined by

Gµ,Qµf(x) = Ex

[∫ ζ

0
exp (−Aµ

t ) f(Xt) dAQµ
t

]
for any measurable function f in X such that the right hand side of the expression makes sense.

Let ȟ be the ground state corresponding to λ̌, that is, the function attaining the infimum of
the right hand side of (2.4). Then the function ȟ is bounded, strictly positive and continuous
on X as mentioned in Subsection 1.2.3 before. Since the branching rate µ belongs to the class
S∞, it follows that, for a compact set K ⊂ X and a fixed point o ∈ K,

ȟ(x) ≤ CG(o, x), x ∈ X \ K, (2.6)

where G(x, y) is the Green function of M and C is a constant depending on K. Thus,∫
X\K

ȟ(y) µ(dy) ≤ C

∫
X\K

G(o, y) µ(dy)

≤ C sup
x∈X

∫
X\K

G(x, y) µ(dy) < ∞

by the fact that S∞ ⊂ K∞ and the definition of K∞. Noting that∫
K

ȟ(x) µ(dx) ≤ ∥ȟ∥∞µ(K) < ∞,
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we see that ∫
X

ȟ(x) µ(dx) =
∫

K
ȟ(x) µ(dx) +

∫
X\K

ȟ(x) µ(dx) < ∞.

Since
ȟ(x) = λ̌Gµ,Qµȟ(x), (2.7)

the inequality (2.5) shows that∫
X

ȟ(x)v(x) Q(x)µ(dx) = λ̌

∫
X

Gµ,Qµȟ(x)v(x) Q(x)µ(dx)

= λ̌

∫
X

ȟ(x)Gµ,Qµv(x) Q(x)µ(dx)

> λ̌

∫
X

ȟ(x)v(x) Q(x)µ(dx),

where the second equality holds because of the Qµ-symmetry of Gµ,Qµ (see Theorem 2.2 (iv)
of [2]). This contradicts the assumption that λ̌ ≥ 1. Hence Px(σF µ∩O < ∞) = 0 for some
x ∈ X, which implies that Px(σF µ∩O < ∞) = 0 for all x ∈ X because of the irreducibility of M.
Accordingly the equation (2.1) yields that u ≡ 1 on X, and thus ue ≡ 1 on X by Proposition
2.1.

Next suppose that λ̌ < 1. Choose a positive constant β such that λ̌ < β < 1 and a positive
constant ε such that 0 < ε < 1 and F ′(1 − ε) ≥ βF ′(1) = βQ(x). Let δ be a positive constant
such that δ supx∈X ȟ(x) ≤ ε and w(x) = 1 − δȟ(x). Then

Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (w)(Xt) dAµ
t

]
= 1 − Ex

[∫ ζ

0
exp (−Aµ

t ) (F (1) − F (w))(Xt) dAµ
t

]
= 1 − Ex

[∫ ζ

0
exp (−Aµ

t ) F ′(γ)(Xt)(1 − w(Xt)) dAµ
t

]
,

(2.8)

where γ is a function satisfying 1 − ε < w(x) < γ(x) < 1 for all x ∈ X. Since

F ′(γ)(x) ≥ F ′(1 − ε)(x) ≥ βQ(x),

the right hand side of (2.8) is not greater than

1 − βδGµ,Qµȟ(x) = 1 − β

λ̌
δȟ(x)

< 1 − δȟ(x) = w(x)

by (2.7) and the relation β > λ̌. Thus,

Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (w)(Xt) dAµ
t

]
< w(x). (2.9)

On account of (2.3) and (2.9), we see that uk < w for any k ≥ 1 by induction. Hence limk→∞ uk =
ue ≤ w < 1 on X.
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Remark 2.5. Assume that Px(ζ < ∞) = 1 for all x ∈ X and that µ ∈ S∞. Recall that

λ̌(µ) = inf
{
E(u, u) : u ∈ F ,

∫
X

u2 dµ = 1
}

.

If Q(x) ≡ Q, then
λ̌(µ,Q) ≥ 1 ⇐⇒ λ̌(µ) ≥ Q − 1.

This fact says that if Q ≤ 1, then, under Assumption 1.6, M extincts for any branching rate µ
in S∞.

Let MD be the part of the process M on an open set D in X and (ED,FD) the associated
Dirichlet form on L2(D). Denote by SD

∞ the class S∞ associated with MD. Then the following
is known:

Lemma 2.6. ([54, Lemma 4.5]) Let D be an open set in X such that Cap(X \ D) > 0 and
µ, ν ∈ SD

∞. Then under Assumption 1.6, it holds that λ̌(µ, ν; D) > λ̌(µ, ν), where

λ̌(µ, ν; D) = inf
{
ED(u, u) +

∫
D

u2 dν : u ∈ FD,

∫
D

u2 dµ = 1
}

.

We denote by MD the branching symmetric Hunt process such that the motion component
is MD and the branching rate is a measure µ belonging to SD

∞. Combining Theorem 2.4 with
Lemma 2.6 yields the following:

Corollary 2.7. Let D be an open set in X such that Px(τD < ∞) = 1 for all x ∈ D, where
τD = inf {t > 0 : Xt /∈ D}. Then under Assumption 1.6, the branching process MD extincts if
λ̌(µ,Q) ≥ 1.

Consider a branching diffusion process on a metric space. Then it is known that the ex-
pectation of the number of branches hitting a closed set coincides with the expectation of the
Feynman-Kac functional (see [38]). This relation also holds for branching symmetric Hunt pro-
cesses on X. Combining this fact with Theorem 1.2, Takeda [54] showed the following:

Theorem 2.8. ([54, Theorem 1.2]) Let NK be the number of branches of M ever hitting a closed
set K in X. Then, under Assumption 1.6, it holds that

sup
x∈X\K

Ex [NK ] < ∞ ⇐⇒ λ(µ,Q; X \ K) > 1

for any closed set K in X with Cap(K) > 0, where λ̌(µ,Q;X \ K) := λ̌(Qµ, µ; X \ K).

We note that, although Lemma 2.6 and Theorem 2.8 are proved in [54] for branching sym-
metric α-stable processes, the arguments there also work for more general branching processes
considered in this section.

Let D be an open set in X such that Px(τD < ∞) = 1 for all x ∈ X. Assume that the
branching rate µ belongs to SD

∞. Then, under Assumption 1.6, Theorem 2.4 and Theorem 2.8
show the following:

λ̌(µ,Q; D) > 1 ⇒ Px(e0 < ∞) ≡ 1, sup
x∈D

Ex

[
NX\D

]
< ∞

λ̌(µ,Q; D) = 1 ⇒ Px(e0 < ∞) ≡ 1, sup
x∈D

Ex

[
NX\D

]
= ∞

λ̌(µ,Q; D) < 1 ⇒ Px(e0 < ∞) < 1, sup
x∈D

Ex

[
NX\D

]
= ∞.
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The next lemma says that

{e0 = ∞} =
{

lim
t→∞

Zt = ∞
}

Px-a.s.

Lemma 2.9. If Px(ζ < ∞) = 1 for all x ∈ X, then

Px

(
lim
t→∞

Zt = 0 or lim
t→∞

Zt = ∞
)

= 1, x ∈ D.

Proof. We first show that

Pxk(Zt = k, ∀t ≥ 0) = 0, xk ∈ X(k) (2.10)

for any k ≥ 1. Note that it suffices to consider the case k = 1. Define

T1 = T

Tn = Tn−1 + T ◦ θTn−1

for n ≥ 1. Then Tn denotes the nth branching time of M. Let B be the total number of particle
splits,

B =

{
0, if T = ∞
sup {n ≥ 1 : Tn < ∞} , otherwise,

and let
sn(x) = Px (Zt = 1, ∀t ≥ 0, B = n) .

Since
s0(x) = Ex

[
exp

(
−Aµ

ζ

)
; ζ = ∞

]
= 0

by the assumption on the lifetime, it follows that

sn(x) = Ex (PXT
(Zt = 1, ∀t ≥ 0, B = n − 1);T < e0 ∧ ζ)

= Ex

[∫ ζ

0
exp (−Aµ

t ) p1(Xt)sn−1(Xt) dAµ
t

]
= 0

by induction. Consequently,

Px (Zt = 1 for all t ≥ 0, B < ∞) =
∞∑

n=0

sn(x) = 0

for all x ∈ X. Let
t(x) = Px (Zt = 1 for all t ≥ 0, B = ∞) .

Then

t(x) = Ex

[∫ ζ

0
exp (−Aµ

t ) p1(Xt)t(Xt) dAµ
t

]
= Ex

[∫ ζ

0
exp (−Aµ

t ) EXt

[∫ ζ

0
exp (−Aµ

s ) t(Xs) dAp1µ
s

]
dAp1µ

t

]
= Ex

[∫ ζ

0
exp (−Aµ

t ) Ex

[∫ ζ◦θt

0
exp (−Aµ

s ◦ θt) t(Xs ◦ θt) dAp1µ
s ◦ θt

∣∣∣∣Ft

]
dAp1µ

t

]
= Ex

[∫ ζ

0
exp (−Aµ

t )
(∫ ζ

t
exp (−Aµ

s + Aµ
t ) t(Xs) dAp1µ

s

)
dAp1µ

t

]
.
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By Fubini’s theorem, the last term above is equal to

Ex

[∫ ζ

0
exp (−Aµ

s ) t(Xs)Ap1µ
s dAp1µ

s

]
.

By repeating this procedure, it follows that

t(x) = Ex

[∫ ζ

0
exp (−Aµ

t )
(Ap1µ

t )n

n!
t(Xt) dAp1µ

t

]
for any positive integer n. Since

∞∑
n=0

t(x) = Ex

[∫ ζ

0
exp

(
−A

(1−p1)µ
t

)
t(Xt) dAp1µ

t

]
≤ Ex

[∫ ζ

0
dAµ

t

]
≤ sup

x∈D
Ex

[
Aµ

ζ

]
< ∞

by (1.10), it follows that t ≡ 0 on X, which implies (2.10).
We next show that the probability that Zt equals k infinitely often is 0 for each positive

integer k. For a positive integer k, let

U = U1 = inf {t > 0 : Zt = k}
V1 = U1 + R ◦ θU1

Un = Vn−1 + U ◦ θVn−1

Vn = Un + R ◦ θUn ,

and inf {∅} = ∞, where R = inf {t > 0 : Zt ̸= Z0}. Then

Px (Zt = k infinitely often) = Px

 ⋂
n≥1

{Un < ∞}


= lim

n→∞
Px (Un < ∞) .

The strong Markov property of M implies that

Px (U2 < ∞) = Px (V1 + U ◦ θV1 < ∞)

= Ex

[
PXV1

(U < ∞) ; V1 < ∞
]
.

By the definition of V1, the right hand side above is equal to

Ex

[
PXU1+R◦θU1

(U < ∞) ; U1 + R ◦ θU1 < ∞
]

= Ex

[
EXU1

[PXR
(U < ∞);R < ∞] ; U1 < ∞

]
= Ex

[
PXU1

(R + U ◦ θR < ∞) ; U1 < ∞
]
.

Let γ = exp
(
− supx∈X Ex

[
Aµ

ζ

])
. Then γ > 0 by (1.10) and

Px (ζ < T ) = Ex

[
exp

(
−Aµ

ζ

)]
≥ γ
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by the assumption on the lifetime and Jensen’s inequality. As a direct calculation yields that

Pxk (R + U ◦ θR < ∞) = 1 − Pxk (R + U ◦ θR = ∞)

≤ 1 −
k∏

i=1

Pxi(ζ < T )

≤ 1 − γk

for any k ≥ 1 and xk ∈ X(k), it holds that

Px (U2 < ∞) ≤ 1 − γk.

Since

Px(Un < ∞) = Ex

[
PXUn−1

(R + U ◦ θR < ∞) ; Un−1 < ∞
]

≤
(
1 − γk

)
Px(Un−1 < ∞) ≤

(
1 − γk

)n−1

by induction, we get limn→∞ Px(Un < ∞) = 0, thereby completing the proof.

We next discuss the local extinction of M. Let A be a relatively compact open set in X
and denote by ρA the last exit time of M from A, ρA = sup {t > 0 : Xt ∈ A}. Recall that
uA

e (x) = Px (LA < ∞), where LA = sup {t > 0 : Zt(A) > 0}. We then have

Proposition 2.10. For every relatively compact open set A in X, the function uA
e is a solution

to

u(x) = Ex

[
exp

(
−Aµ

ζ

)
; ρA < ∞

]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (u)(Xt) dAµ
t

]
, 0 ≤ u ≤ 1. (2.11)

Proof. Let A be a relatively compact open set in X. Then the strong Markov property of
M implies that

uA
e (x) = Px (LA < ∞)

= Px (LA < ∞, ζ ≤ T ) + Px (LA < ∞, T < ζ)
= Px (LA < ∞, ζ ≤ T ) + Ex [PXT

(LA < ∞) ; T < ζ] .

Since
Px (LA < ∞, ζ ≤ T ) = Ex

[
exp

(
−Aµ

ζ

)
; ρA < ∞

]
and

Ex [PXT
(LA < ∞) ; T < ζ] = Ex

[∫ ζ

0
exp (−Aµ

t ) F
(
uA

e

)
(Xt) dAµ

t

]
,

the function uA
e is a solution to (2.11).

Theorem 2.11. Assume that, for all relatively compact open set A in X, Px(ρA < ∞) = 1 for
all x ∈ X, and that the branching rate µ belongs to S∞ and its support is compact. Then under
Assumption 1.6, the branching process M extincts locally if and only if λ̌(µ,Q) ≥ 1.
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Proof. First suppose that λ̌(µ, Q) ≥ 1. We then see in a similar way to Theorem 2.4, that
the constant function u ≡ 1 on X is a unique solution to (2.11), which implies that uA

e ≡ 1 on
X for each relatively compact open set A in X. Hence M extincts locally. Next suppose that
λ̌(µ,Q) < 1. Let O be a relatively compact open set in X such that O includes the support of
µ and λ̌(µ,Q; O) < 1. Then µ|O belongs to SO

∞ because the support of µ is compact in O. Thus
MO =

(
PO

X

)
does not extinct by Lemma 2.3 or Theorem 2.4. In other words, PO

x (e0 = ∞) > 0
for some x ∈ O. Since

PO
x (e0 = ∞) ≤ Px(LO = ∞), x ∈ O,

the branching process M does not extinct locally.

Remark 2.12. Even if the support of the branching rate is non-compact, Theorem 2.11 remains
true for a branching symmetric α-stable process. More precisely, let D be an open set in Rd

and take an absorbing symmetric α-stable process on D as motion component. Assume that
the branching rate µ ∈ SD

∞ satisfies λ̌(µ,Q) < 1. We can then take a bounded C1,1 domain O in
D so that λ̌(µ,Q; O) < 1. Let δO(x) = d(x, ∂O) be the Euclidian distance between x and ∂O.
Then there exists a constant C = C(O,α) > 1 such that

GO(x, y)GO(y, z)
GO(x, z)

≤ C

(
1

|x − y|d−α
+

1
|y − z|d−α

)
, x, y, z ∈ O

by [18, Theorem 1.6] and there exist positive constants C1 and C2 such that C2 > C1 > 0 and

C1

|x − y|d−α
≤ GD(x, y) ≤ C2

|x − y|d−α
, x, y ∈ O,

which imply that µ|O ∈ SO
∞. Hence the argument in the proof of Theorem 2.11 works.

Remark 2.13. Extinction of a branching symmetric Hunt process implies local extinction.
Moreover, if Px(ζ < ∞) = 1 for all x ∈ X, then extinction and local extinction are equivalent.

We proved Theorems 2.4 and 2.11 under the assumptions that the branching rate µ belongs
to the class S∞ and that Assumption 1.6 holds. However, it seems so hard in general to check
Assumption 1.6 for general symmetric Hunt processes. Here we give a sufficient condition for
extinction or local extinction of M that does not require Assumption 1.6.

Theorem 2.14. Assume that Px(ζ < ∞) = 1 for all x ∈ X. If λ̌(µ,Q) > 1, then M extincts.

Proof. Assume that λ̌(µ,Q) > 1 and that Px (ζ < ∞) = 1 for all x ∈ X. Let u be a solution
to (2.1), and let v = 1 − u. We can then show that

0 ≤ v(x) < Ex

[∫ ζ

0
exp (−Aµ

t ) v(Xt) dAQµ
t

]
(2.12)

in a way similar to that yielding (2.5). Since

0 ≤ v(x) < Ex

[∫ ζ

0
exp (−Aµ

t )
(AQµ

t )n

n!
dAQµ

t

]
, n ≥ 1
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by the iterations of the inequality (2.12), it holds that

∞∑
n=0

v(x) ≤ Ex

[∫ ζ

0
exp

(
A

(Q−1)µ
t

)
dAQµ

t

]
.

Noting that λ̌(µ; Q) > 1 if and only if the right hand side above is bounded by Theorem 1.2, we
obtain v ≡ 0 and u ≡ 1 on X, which implies that ue ≡ 1 on X.

We can obtain the following in a similar way to that yielding Theorem 2.14.

Theorem 2.15. Assume that, for every relatively compact open set A in X, Px(ρA < ∞) = 1
for all x ∈ X. If λ̌(µ,Q) > 1, then M extincts locally.

2.2 Examples

2.2.1 Branching Brownian motions

Example 2.16. Suppose that d = 1. Let Mν , ν ∈ S1, be the killed Brownian motion with
respect to exp (−Aν

t ) and let Mν be the branching Brownian motion with motion component
Mν and branching rate µ ∈ KR

∞. First take µ = δ0 and ν = δ−a + δa for a > 0. Since

inf
{

1
2
D(u, u) + u(−a)2 + u(a)2 : u ∈ C∞

0 (R), u(0)2 = 1
}

=
2

1 + 2a

by Example 6.2 below, the branching process Mν extincts if and only if

Q(0) ≤ 1 +
2

1 + 2a
.

Next take µ = δ−b + δb for b > 0 and ν = δ0. Suppose that Q(b) = Q(−b) = Q. Since

inf
{

1
2
D(u, u) + u(0)2 : u ∈ C∞

0 (R), u(−b)2 + u(b)2 = 1
}

=
1

2(1 + b)

by Example 6.2, the branching process Mν extincts if and only if

Q ≤ 1 +
1

2(1 + b)
.

Example 2.17. Let M be a spherically symmetric Riemannian manifold with a pole o and con-
sider the Brownian motion on M . Denote by (E ,F) the associated Dirichlet form on L2(M ; V ):

E(u, u) =
1
2

∫
M

|∇u|2 dV,

F = the closure of C∞
0 (M) with respect to E(·, ·) + ∥ · ∥2

L2(M ;V ),

where V is the Riemannian volume of M . Let B(r) = {x ∈ M : d(x, o) < r} and ∂B(r) =
{x ∈ M : d(x, o) = r}, where d is the Riemannian distance of M . Denote by δr the surface
measure of ∂B(r) and let

S(r) = δr(∂B(r)) and G(r) =
∫ ∞

r

1
S(ρ)

dρ.
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We now set

λ̌(δR; M \ B(r)) = inf

{
E(u, u) : u ∈ C∞

0 (M \ B(r)),
∫

∂B(R)
u2 dδR = 1

}

for r and R with R > r > 0. Then the following results are shown by Takeda [56]; if (Q −
1)S(R)G(R) > 1/2, then

λ̌(δR; M \ B(r)) ≥ Q − 1 ⇐⇒ r0 ≤ r < R,

where the positive constant r0 is a unique root of

G(r) =
2(Q − 1)S(R)G(R)2

2(Q − 1)S(R)G(R) − 1
.

On the other hand, if (Q − 1)S(R)G(R) ≤ 1/2, then

λ̌(δR; M \ B(r)) > Q − 1

for any r < R.
Let us denote by M the Brownian motion on M and by Mr the absorbing Brownian motion

on M \B(r). Let Mr be the branching Brownian motion with motion component Mr, branching
rate δR and branching mechanism {pn(x)}∞n=0 such that Q(x) =

∑∞
n=0 npn(x) ≡ Q. Theorem

2.11 and Remark 6.6 then imply the following; if (Q − 1)S(R)G(R) > 1/2, then Mr extincts
locally if and only if r0 ≤ r < R. On the other hand, if (Q − 1)S(R)G(R) ≤ 1/2, then Mr

extincts locally for any r < R. For instance, take the d-dimensional hyperbolic space Hd as M
(see Example 3.3 of [32] for definition).

(i) For d = 2, S(R)G(R) is strictly increasing,

lim
R↓0

S(R)G(R) = 0 and lim
R→∞

S(R)G(R) = 1

([52, Example 2.6]). Hence if Q > 3/2, then there exists a unique root R0 such that (Q −
1)S(R0)G(R0) = 1/2. Moreover, if R > R0, then Mr extincts locally if and only if r0 ≤ r < R.
If R ≤ R0, then Mr extincts locally for any r < R. On the other hand, if Q ≤ 3/2, then
(Q − 1)S(R)G(R) < 1/2 for all R > 0, and consequently Mr extincts locally for any r < R.

(ii) For d = 3,

(Q − 1)S(R)G(R) > 1/2 ⇐⇒ Q > 2 +
1

e2R − 1
(2.13)

by Example 2.6 of [52]. Hence, if Q satisfies the right hand side of (2.13), then Mr extincts
locally if and only if r0 ≤ r < R. Otherwise, Mr extincts locally for any r < R.

(iii) For d ≥ 4, S(R)G(R) < 1/(d − 1) by Example 2.6 of [52]. Therefore, if Q ≤ (d + 1)/2,
then Mr extincts locally for any r < R.

More detailed properties are studied for branching Brownian motions on H2 in [39], and for
branching Markov processes on Hd in [36].
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2.2.2 Branching symmetric α-stable processes

Let Mα = (Xt, Px) be the symmetric α-stable process on Rd. Let MD be the absorbing α-stable
process on an open set D in Rd and (ED,FD) the associated Dirichlet form on L2(D). Define

λ̌(µ;D) = inf
{
ED(u, u) : u ∈ C∞

0 (D),
∫

D
u2 dµ = 1

}
for µ ∈ KD

∞.

Example 2.18. Suppose that d = 1 and 1 < α ≤ 2. Then Mα is recurrent and one point
has positive capacity. Let D = R \ {0}, µ = δa, a > 0, and p0(x) + p2(x) ≡ 1 on D. Then
Q(x) = 2p2(x). Since

λ(δa; Rd \ {0}) = −
Γ(α) cos

(πα

2

)
2aα−1

by Example 6.6 below, we see from Theorem 2.4 and Theorem 2.8 that

Q(a) < 1 −
Γ(α) cos

(πα

2

)
2aα−1

⇒ Px(e0 < ∞) ≡ 1, sup
x∈R\{0}

Ex

[
N{0}

]
< ∞

Q(a) = 1 −
Γ(α) cos

(πα

2

)
2aα−1

⇒ Px(e0 < ∞) ≡ 1, sup
x∈R\{0}

Ex

[
N{0}

]
= ∞

Q(a) > 1 −
Γ(α) cos

(πα

2

)
2aα−1

⇒ Px(e0 < ∞) < 1, sup
x∈R\{0}

Ex

[
N{0}

]
= ∞.

In particular, if

0 < a ≤

−
Γ(α) cos

(πα

2

)
2


1/(α−1)

,

then this branching symmetric α-stable process extincts even if p2(a) = 1.

Example 2.19. Suppose that 1 < α ≤ 2 and d > α. Then Mα is transient and the surface of a
sphere has positive capacity. Let δr be the surface measure of a sphere ∂B(r) = {x ∈ Rd : |x| =
r}. Take µ = δr and assume that Q(x) ≡ Q. Using Example 4.1 of [58], we see from Theorem
2.11 and Remark 6.6 that, if Q > 1, then Mα extincts locally if and only if

0 < r ≤


√

πΓ
(

d + α

2
− 1

)
Γ

(α

2

)
(Q − 1)Γ

(
α − 1

2

)
Γ

(
d − α

2

)


1/(α−1)

. (2.14)

On the other hand, if Q ≤ 1, then Mα extincts locally for any r > 0.
Let δr be the normalized surface measure of ∂B(r), δr = δr/δr(∂B(r)). Take µ = δr

and assume that Q(x) ≡ Q. Noting that λ
(
δr; Rd

)
= δr(∂B(r))λ(δr; Rd) and δr(∂B(r)) =

2πd/2rd−1/Γ (d/2). we see that if Q > 1, then Mα extincts locally if and only if

r ≥


(Q − 1)Γ

(
d

2

)
Γ

(
α − 1

2

)
Γ

(
d − α

2

)
2π(d+1)/2Γ

(α

2

)
Γ

(
d + α

2
− 1

)


1/(d−α)

. (2.15)
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On the other hand, if Q ≤ 1, then Mα extincts locally for any r > 0.

Example 2.20. Suppose that 0 < α ≤ 2 and d > α. Let 1B(r) dx be the d-dimensional Lebesgue
measure restricted on a ball B(r) = {x ∈ Rd : |x| < r}. Take µ(dx) = 1B(r) dx and assume that
Q(x) ≡ Q. If Q > 1 and

0 < r ≤


2α−1Γ

(
d

2

)
Γ

(α

2
+ 1

)
(Q − 1)Γ

(
d − α

2

)


1/α

, (2.16)

then Mα extincts locally by Example 6.4 below. On the other hand, if Q ≤ 1, then Mα extincts
locally for any r > 0.
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Chapter 3

Exponential growth of the numbers
of particles for branching symmetric
Markov processes

We study the exponential growth of the numbers of particles for branching symmetric Hunt
processes by the principal eigenvalues of associated Schrödinger operators under the assumption
that the Schrödinger operators have spectral gaps.

3.1 Exponential growth of the numbers of particles

Let X be a locally compact separable metric space and m a positive smooth Radon measure on
X with full support. Let M = (Xt, Px) be an m-symmetric Hunt process on X. Throughout
this section, we assume that M is transient and satisfies Assumption 1.3. Let M = (Xt,Px,Gt)
be the branching symmetric Hunt process with motion component M, branching rate µ ∈ K∞
and branching mechanism {pn(x)}n≥0. Recall that Q(x) =

∑∞
n=0 npn(x) and suppose that

supx∈X Q(x) < ∞.
We proved in Lemma 2.9 that, if Px(ζ < ∞) = 1 for any x ∈ X, then

{e0 = ∞} =
{

lim
t→∞

Zt = ∞
}

Px-a.s.

for any x ∈ X. This result says that, if the branching process M does not extinct, then

Px

(
lim
t→∞

Zt = ∞
∣∣∣∣ e0 = ∞

)
= 1.

We first study the exponential growth of Zt in terms of the principal eigenvalue

λ1((Q − 1)µ) = inf
{
E(u, u) −

∫
X

u2(Q − 1) dµ : u ∈ F ,

∫
X

u2 dm = 1
}

. (3.1)

From now on, we suppose that λ1 := λ1((Q − 1)µ) < 0. We denote by h the ground state
corresponding to λ1. Then

h(x) = eλ1tEx

[
exp

(
A

(Q−1)µ
t

)
h(Xt); t < ζ

]
. (3.2)
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Define

Mt = eλt
Zt∑
i=1

h(Xi
t), t ≥ 0. (3.3)

Then Mt is a Px-martingale by (1.19) and (3.2), and thus there exists a limit M∞ := limt→∞ Mt ∈
[0,∞) Px-a.s. Furthermore, it follows from (1.20) and (3.2) that

Ex

[
M2

t

]
= e2λ1tEx

[
exp

(
A

(Q−1)µ
t

)
h(Xt)2; t < ζ

]
+ Ex

[∫ t∧ζ

0
exp

(
2λ1s + A(Q−1)µ

s

)
h(Xs)2 dARµ

s

]
,

(3.4)

where R(x) =
∑∞

n=0 n(n − 1)pn(x).

Lemma 3.1. Assume that supx∈X R(x) < ∞. Then Mt is square integrable.

Proof. Since

e2λ1tEx

[
exp

(
A

(Q−1)µ
t

)
h(Xt)2; t < ζ

]
≤ eλ1t∥h∥∞eλ1tEx

[
exp

(
A

(Q−1)µ
t

)
h(Xt); t < ζ

]
= eλ1t∥h∥∞h(x)

by (3.2), the last term above converges to 0 as t → ∞. Hence it follows from (3.4) that

lim
t→∞

Ex

[
M2

t

]
= Ex

[∫ ζ

0
exp

(
2λ1s + A(Q−1)µ

s

)
h(Xs)2 dARµ

s

]
≤ ∥h∥2

∞∥R∥∞ sup
x∈X

Ex

[∫ ζ

0
exp

(
2λ1s + A(Q−1)µ

s

)
dAµ

s

]
.

(3.5)

Since

inf
{
E(u, u) −

∫
X

u2 (Q − 1)dµ − 2λ1

∫
X

u2 dm : u ∈ F ,

∫
X

u2 dm = 1
}

= −λ1 > 0

by the definition of λ1, Lemma 3.5 of [52] shows that

inf
{
E(u, u) +

∫
X

u2 dµ − 2λ1

∫
X

u2 dm : u ∈ F ,

∫
X

u2 Qdµ = 1
}

> 1.

Then the last term of (3.5) is finite by Theorem 1.2, whence Mt is square integrable.

Lemma 3.1 tells us that Ex [M∞] = h(x) > 0, which yields that Px (M∞ ∈ (0,∞)) > 0 for
any x ∈ X. It also holds that

Ex

[
M2

∞
]

= Ex

[∫ ζ

0
exp

(
2λ1s + A(Q−1)µ

s

)
h(Xs)2 dARµ

s

]
.

Recall that the extinction probability ue is a minimal solution to (2.1) by Proposition 2.1.
We then obtain

Lemma 3.2. Suppose that Px (ζ < ∞) = 1 for any x ∈ X. If
∫∫

X×X Gµ(x, y) µ(dx)µ(dy) < ∞,
then the equation (2.1) has just two solutions, u ≡ 1 and ue.
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Proof. Let u be a solution to (2.1) such that u(x0) < 1 for x0 ∈ X. Since u is finely continuous
by Lemma 2.2, it follows from (2.1) that Px0(σO∩F µ < ∞) > 0, where O = {x ∈ X : u(x) < 1}
and Fµ is the fine support of the measure µ defined in (1.8). Moreover, by the irreducibility of
M, it holds that Px(σO∩F µ < ∞) > 0 for any x ∈ X, which implies that u < 1 on X.

As a direct calculation yields that

Ex

[
exp

(
−Aµ

ζ

)]
= 1 − Ex

[∫ ζ

0
exp (−Aµ

t ) dAµ
t

]
,

the equation (2.1) is equivalent to that

v = Gµ ((F (1) − F (1 − v))µ) on X,

where v = 1− u > 0. Since the function ve = 1− ue > 0 is a solution to the equation above, we
see that∫

X
v(F (1) − F (1 − ve))) dµ =

∫
X

Gµ ((F (1) − F (1 − v))µ) (F (1) − F (1 − ve)) dµ

=
∫

X
Gµ ((F (1) − F (1 − ve)) µ) (F (1) − F (1 − v)) dµ

=
∫

X
ve(F (1) − F (1 − v)) dµ.

Here the integrability of the terms above follows by the assumption on µ and the second equality
holds by Theorem 3.2 (iv) of [2]. Since F (·) is strictly convex and ve ≥ v > 0, it holds that

F (1) − F (1 − v)
1 − (1 − v)

=
F (1) − F (1 − ve)

1 − (1 − ve)
µ-a.e.,

which shows that u = ue µ-a.e. Using (2.1), we have u = ue on X.

Proposition 3.3. Suppose that Px (ζ < ∞) = 1 for any x ∈ X. If supx∈X R(x) < ∞ and∫∫
X×X Gµ(x, y) µ(dx)µ(dy) < ∞, then

{e0 = ∞} = {M∞ > 0} Px-a.s.

for any x ∈ X.

Proof. Since λ1 < 0 and
Mt ≤ eλ1tZt∥h∥∞, (3.6)

it holds that
{M∞ > 0} ⊂ {e0 = ∞} .

By the assumption on the lifetime,

Px(T = ∞, e0 = ∞) = Ex

[
exp

(
−Aµ

ζ

)
; ζ = ∞

]
= 0.

Noting that
{T = ∞} ⊂ {e0 < ∞} ⊂ {M∞ = 0} ,
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we see that

Px(M∞ = 0) = Px(M∞ = 0, T = ∞) + Px(M∞ = 0, T < ∞)
= Px(T = ∞) + Px(M∞ = 0, T < ∞)

= Ex

[
exp

(
−Aµ

ζ

)
; ζ < ∞

]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (P·(M∞ = 0))(Xt) dAµ
t

]
,

that is, the function Px(M∞ = 0) is a solution to (2.1). Since Px (M∞ = 0) < 1, it follows from
Lemma 3.2 that Px(M∞ = 0) = ue(x) for any x ∈ X. Namely, Px(M∞ > 0) = Px(e0 = ∞) for
any x ∈ X, which completes the proof.

Theorem 3.4. Suppose that Px (ζ < ∞) = 1 for any x ∈ X.
(i) If supx∈X R(x) < ∞ and

∫∫
X×X Gµ(x, y) µ(dx)µ(dy) < ∞, then

Px (M∞ ∈ (0,∞) | e0 = ∞) = 1, x ∈ X. (3.7)

As a consequence,

Px

(
lim inf
t→∞

eλ1tZt > 0
∣∣∣∣ e0 = ∞

)
= 1, x ∈ X. (3.8)

(ii) If supx∈X R(x) < ∞ and
∫∫

X×X Gµ(x, y) µ(dx)µ(dy) < ∞, then for any κ > λ1,

Px

(
lim
t→∞

eκtZt = ∞
∣∣∣∣ e0 = ∞

)
= 1, x ∈ X. (3.9)

(iii) For any κ < λ1,

Px

(
lim
t→∞

eκt
Zt∑
i=1

h(Xi
t) = 0

)
= 1, x ∈ X (3.10)

and
Px

(
lim inf
t→∞

eκtZt = 0
)

= 1, x ∈ X. (3.11)

Furthermore, if X is Green bounded for M, that is, if supx∈X Ex [ζ] < ∞, then, for any κ < λ1,

Px

(
lim
t→∞

eκtZt = 0
)

= 1, x ∈ X. (3.12)

Proof. The equation (3.7) follows from Proposition 3.3. Since

{M∞ > 0} ⊂
{

lim inf
t→∞

eλ1tZt > 0
}
⊂

{
lim
t→∞

eκtZt = ∞
}

for κ > λ by (3.6), we have (3.8) and (3.9).
Suppose that κ < λ. Then the equation (3.10) holds by Lemma 3.1. By (1.19),

eκtEx [Zt] = Ex

[
exp

(
κt + A

(Q−1)µ
t

)
; t < ζ

]
= eκtEx

[
exp (−Aµ

t )
∫ t

0
exp

(
AQµ

s

)
dAQµ

s ; t < ζ

]
+ eκtEx [exp (−Aµ

t ) ; t < ζ] .
(3.13)

Choose a positive constant ε such that 0 < ε < λ1 − κ. Then the last term above is not greater
than

e(κ−λ1+ε)tEx

[∫ ζ

0
exp

(
(λ1 − ε)s + A(Q−1)µ

s

)
dAQµ

s

]
+ eκtEx [exp (−Aµ

t ) ; t < ζ] . (3.14)
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By the same argument as in Lemma 3.1, it follows that

sup
x∈X

Ex

[∫ ζ

0
exp

(
(λ1 − ε)s + A(Q−1)µ

s

)
dAQµ

s

]
< ∞,

and thus the term of (3.14) converges to 0 as t → ∞. Hence by Fatou’s lemma,

Ex

[
lim inf
t→∞

eκtZt

]
≤ lim

t→∞
eκtEx [Zt] = 0,

which implies (3.11).
From now on, we assume that X is Green bounded for M. Let

uκ(x) = Ex

[
exp

(
κζ + A

(Q−1)µ
ζ

)]
.

Then supx∈X uκ(x) < ∞ by Theorem 5.2 of [14] or Theorem 2.4 of [52]. Moreover, Jensen’s
inequality yields that

inf
x∈X

uκ(x) ≥ exp
(

κ sup
x∈X

Ex [ζ] − sup
x∈X

Ex

[
Aµ

ζ

])
> 0,

where we note that supx∈X Ex

[
Aµ

ζ

]
< ∞ by (1.10). By the definition of uκ and (1.19),

eκtEx

[
Zt∑
i=1

uκ(Xi
t)

]
= eκtEx

[
exp

(
A

(Q−1)µ
t

)
uκ(Xt); t < ζ

]
= eκtEx

[
exp

(
A

(Q−1)µ
t

)
EXt

[
exp

(
κζ + A

(Q−1)µ
ζ

)]
; t < ζ

]
.

Then the last term above is equal to

Ex

[
exp

(
κζ + A

(Q−1)µ
ζ

)
; t < ζ

]
≤ uκ(x)

by the Markov property. Since eκt
∑Zt

i=1 uκ(Xi
t) is a nonnegative Px-supermartingale such that

sup
(x,t)∈X×[0,∞)

eκtEx

[
Zt∑
i=1

uκ(Xi
t)

]
≤ sup

x∈X
uκ(x) < ∞,

there exists a limit limt→∞ eκt
∑Zt

i=1 uκ(Xi
t) < ∞ Px-a.s. for any x ∈ X. Moreover, we see that

lim supt→∞ eκtZt < ∞ Px-a.s. because infx∈X uκ(x) > 0 and(
inf
x∈X

uκ(x)
)

eκtZt ≤ eκt
Zt∑
i=1

uκ(Xi
t).

Noting that κ < λ1 is arbitrary, we have (3.12).

We next study the exponential growth of the number of particles in every open set. In the
sequel, we assume that λ1 := λ1((Q − 1)µ) < 0. Let A be an open set in X. Note that, if
Px(LA = ∞) > 0 for some x ∈ X, then Px(LA = ∞) > 0 for any x ∈ X by the irreducibility of
M.
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Lemma 3.5. Assume that the support of the branching rate µ is compact. Then, for any non-
empty open set A in X,

Px

(
lim sup

t→∞
Zt(A) = ∞

)
> 0, x ∈ X. (3.15)

Moreover, if Px(ρA < ∞) = 1 for any x ∈ X, then

Px

(
lim sup

t→∞
Zt(A) = 0 or ∞

)
= 1, x ∈ X. (3.16)

Namely,

{LA = ∞} =
{

lim sup
t→∞

Zt(A) = ∞
}

Px-a.s., x ∈ X.

To prove Lemma 3.5, we consider the following equation:

u(x) = Ex

[
exp

(
−Aµ

ζ

)]
+ Ex

[∫ ζ

0
exp (−Aµ

t ) F (u)(Xt) dAµ
t

]
, 0 ≤ u ≤ 1. (3.17)

We can then prove the following by the same way as in Lemma 3.2.

Lemma 3.6. Assume that
∫∫

X×X Gµ(x, y) µ(dx)µ(dy) < ∞. If the functions u1 and u2 are
solutions to (3.17) respectively, and u1 ≤ u2 < 1 on X, then u1 = u2 on X.

Proof of Lemma 3.5. Let O be a relatively compact open set in X such that O includes the
support of µ and λ1 < λ1(µ,Q;O) < 0, where

λ1(µ,Q; O) = inf
{
EO(u, u) −

∫
O

u2 (Q − 1)dµ : u ∈ FO,

∫
O

u2 dm = 1
}

.

Since the measure µ|O belongs to SO
∞, the branching process MO = (PO

x ) does not extinct by
Theorem 2.4, and thus,

Px

(
lim
t→∞

Zt(O) = ∞
)
≥ PO

x

(
lim
t→∞

Zt = ∞
)

> 0, x ∈ O.

Furthermore, the left hand side above is positive for any x ∈ X by the irreducibility of M.
Let us denote by p

(Q−1)µ
t (x, y) the integral kernel of the Feynman-Kac semigroup p

(Q−1)µ
t as

defined in (1.14). Then p
(Q−1)µ
t (x,A) :=

∫
A p

(Q−1)µ
t (x, y) m(dy) is bounded and continuous on

X by Theorem 1.4 (i) and
p := inf

x∈O
p
(Q−1)µ
1 (x,A) > 0

by the irreducibility of M. Since

Ex [Zt(A)] = Ex

[
exp

(
A

(Q−1)µ
t

)
; t < ζ,Xt ∈ A

]
by (1.19), it holds that

inf
x∈O

Ex [Z1(A)] = p > 0,

and thus
inf
x∈O

Px(Z1(A) ≥ 1) > 0. (3.18)
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Let q be a nonnegative constant such that

e−q = sup
x∈O

Ex [exp (−Z1(A))] .

Then it holds that 0 < q ≤ p because the right hand side above is less than one by (3.18) and

sup
x∈O

Ex [exp (−Z1(A))] ≥ exp
(
− inf

x∈O
Ex [Z1(A)]

)
by Jensen’s inequality. Choose a positive constant q such that 0 < q < q. Then for any
xn = (x1, x2, x3, · · ·xn) ∈ O(n),

Pxn(Z1(A) < qZ0(O)) = Pxn (exp (−Z1(A)) > exp (−qZ0(O)))

≤ enq
n∏

i=1

Exi [exp (−Z1(A))]

by Chebyshev’s inequality. Since the last term above is not greater than e(q−q) < 1 for any n ≥ 1
by the definition of q, it holds that

sup
n≥1, xn∈O(n)

Pxn(Z1(A) < qZ0(O)) < 1.

Namely,
inf

n≥1, xn∈O(n)
Pxn(Z1(A) ≥ qZ0(O)) > 0.

Let us define
Am = {Zm(A) ≥ qZm−1(O)}

for any positive integer m ≥ 1 and

Ω0 =
{

lim
t→∞

Zt(O) = ∞
}

. (3.19)

Then by the Markov property,

Px(Am+1 | Gm)(ω) = PXm(ω)(Z1(A) ≥ qZ0(O))

≥ inf
n≥1,xn∈O(n)

Pxn(Z1(A) ≥ qZ0(O)) > 0

for any x ∈ X and ω ∈ Ω0, and hence

∞∑
m=0

Px(Am+1 | Gm)(ω) = ∞.

Noting that { ∞∑
m=0

Px(Am+1 | Gm) = ∞

}
=

∞⋂
k=1

∞⋃
m=k

Am

by [25, p.237, Corollary 3.2], we obtain (3.15).
From now on, we assume that A is an open set in X such that Px(ρA < ∞) = 1 for any

x ∈ X. Set
u1(x) = Px

(
lim
t→∞

Zt(A) = 0
)
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and

u2(x) = Px

(
lim sup

t→∞
Zt(A) < ∞

)
.

We then see in a similar way to Proposition 3.3 that the functions u1 and u2 are solutions to
(3.17) respectively, by the assumption on A. Since it holds that u1 ≤ u2 < 1 by definition,
Lemma 3.6 implies that u1 = u2 on X, which leads us to (3.16).

Proposition 3.7. Assume that the support of the branching rate µ is compact. Then, for any
non-empty open set A in X and κ > λ1,

Px

(
lim sup

t→∞
eκtZt(A) = ∞

)
> 0, x ∈ X. (3.20)

Moreover, if Px(ρA < ∞) = 1 for any x ∈ X, then

{LA = ∞} =
{

lim sup
t→∞

eκtZt(A) = ∞
}

Px-a.s., x ∈ X,

and
{LA < ∞} =

{
lim
t→∞

eκtZt(A) = 0
}

Px-a.s., x ∈ X.

Proof. For any κ > λ1, there exists a relatively compact open set O in X such that O
includes the support of µ and λ1 < λ1(µ,Q; O) < κ. Then, by Theorem 3.4 (ii),

Px

(
lim
t→∞

eκtZt(O) = ∞
)
≥ PO

x

(
lim
t→∞

eκtZt = ∞
)

> 0, x ∈ O.

Moreover, the left hand side above is positive for any x ∈ X by the irreducibility of M. If we
replace Ω0 defined in (3.19) with {

lim
t→∞

eκtZt(O) = ∞
}

,

then (3.20) follows by the same way as in Lemma 3.5.
From now on, let A be an open set in X such that Px(ρA < ∞) = 1 for any x ∈ X. Set

u1(x) = Px

(
lim
t→∞

eκtZt(A) = 0
)

and

u2(x) = Px

(
lim sup

t→∞
eκtZt(A) < ∞

)
.

Then it follows from (3.20) that uA ≤ u1 ≤ u2 < 1 on X, where uA(x) = Px(LA < ∞).
Furthermore, by noting that uA, u1 and u2 are solutions to (3.17) respectively, Lemma 3.6
implies that uA = u1 = u2 on X, which completes the proof.

Theorem 3.8. (i) For any relatively compact open set A in X,

Px

(
lim sup

t→∞
eλ1tZt(A) < ∞

)
= 1, x ∈ X. (3.21)

As a consequence, for any κ < λ1,

Px

(
lim
t→∞

eκtZt(A) = 0
)

= 1, x ∈ X.
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(ii)Assume that the support of the branching rate µ is compact. Then, for any non-empty open
set A in X such that Px(ρA < ∞) = 1 for any x ∈ X and κ > λ1,

Px

(
lim sup

t→∞
eκtZt(A) = ∞

∣∣∣ LA = ∞
)

= 1, x ∈ X. (3.22)

Proof. Let A be a relatively compact open set in X. Then

eλ1tZt(A) ≤ 1
infx∈A h(x)

Mt.

Since
lim sup

t→∞
eλ1tZt(A) ≤ 1

infx∈A h(x)
M∞ < ∞ Px-a.s.,

(3.21) holds. The equation (3.22) follows from Proposition 3.7.

Remark 3.9. Engländer and Kyprianou [26] studied the exponential growth of the numbers
of particles in every relatively compact open set for branching diffusion processes such that the
branching rates are nonnegative, bounded and continuous functions. On the other hand, we
can take unbounded functions as branching rates in (3.20) of Proposition 3.7 and Theorem 3.8
(i). For instance, let us consider a branching Brownian motion on R3. Then, since the measure
µ(dx) = 1/|x|χ|x|≤1 dx belongs to KR3

∞ , we can take the measure µ as branching rate. Moreover,
the ground state of λ1(µ; R3) satisfies (1.24) because the support of µ is compact.

Assume that M is Harris recurrent. Let us consider the branching symmetric Hunt process
M = (Px) on X such that the branching rate µ belongs to K∞. Denote by T the first splitting
time of M. Since Px(Aµ

∞ = ∞) = 1 for any x ∈ X (see [46, p.426, Proposition 3.11]), it follows
that

Px(T = ∞) = Ex [exp (−Aµ
∞)] = 0

for any x ∈ X. Using this fact, we can show Theorem 3.4 (i), (ii) and Theorem 3.8 by the same
argument. Here the condition

∫∫
X×X Gµ(x, y) µ(dx)µ(dy) < ∞ is replaced with µ(X) < ∞ and

the condition on the lifetime or the last exit times is not imposed.

Remark 3.10. Let MD be an absorbing symmetric α-stable process on an open set D in Rd

and assume that MD is transient. As we mentioned in Remark 2.12, any measure µ ∈ SD
∞

satisfies µ|O ∈ SO
∞ for every bounded C1,1 domain O in D. Hence, if we take a branching rate

µ ∈ SD
∞ such that

∫∫
D×D Gµ,D(x, y) µ(dx)µ(dy) < ∞, then the arguments from Lemma 3.5 to

Theorem 3.8 work, where Gµ,D(x, y) is the Green function of the exp (−Aµ
t )-subprocess of MD,

that is, ∫
D

Gµ,D(x, y)f(y) dy = Ex

[∫ τD

0
exp (−Aµ

t ) f(Xt) dt

]
.

3.2 Examples

We apply Theorems 3.4 and 3.8 to branching Brownian motions and branching symmetric α-
stable processes. Let MD be an absorbing symmetric α-stable process on an open set D and
(ED,FD) the associated Dirichlet form. Recall that

λ1(µ; D) = inf
{
ED(u, u) −

∫
D

u2 dµ : u ∈ C∞
0 (D),

∫
D

u2 dx = 1
}
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for µ = µ+ − µ− ∈ KD
∞ − KD

∞. Let us denote by MD = (Xt,Px) the branching symmetric
α-stable process such that the motion component is MD and the branching rate µ belongs to
the class KD

∞.

Example 3.11. Let Mα = (Xt,Px) be a branching symmetric α-stable process on R with
branching rate δ0. Assume that the branching mechanism satisfies p0(0) + p2(0) = 1. Then
Q(0) = 2p2(0). Since the extinction probability is a minimal solution to (2.1) as can be proved
in a way similar to that yielding Proposition 2.1, we obtain

Px(e0 < ∞) =

{
1, 0 ≤ p2(0) ≤ 1/2
(1 − p2(0))/p2(0), 1/2 < p2(0) ≤ 1.

Hence if 1/2 < p2(0) ≤ 1, then it holds that

Px

(
lim
t→∞

eλ1(α)t
Zt∑
i=1

h(Xi
t) ∈ (0,∞)

∣∣∣∣∣ e0 = ∞

)
= 1

and

Px

(
lim inf
t→∞

eλ1(α)tZt > 0
∣∣∣∣ e0 = ∞

)
= 1,

where the principal eigenvalue λ1(α) := λ1((Q − 1)δ0; R) and the corresponding ground state
h are the same as in Example 6.10 below with Q there replaced by Q(0), respectively. It also
holds that, for any relatively compact open set A,

Px

(
lim sup

t→∞
eλ1(α)tZt(A) < ∞

)
= 1

and

Px

(
lim sup

t→∞
eκtZt(A) = ∞

∣∣∣∣ LA = ∞
)

= 1

for any κ > λ1(α).

Example 3.12. Suppose that d = 1 and 1 < α ≤ 2. Let us take first D = (−R,R) and
µ = δa, a ∈ (−R,R). We then see from Example 6.5 below and (1.17) that

λ1(δa; (−R,R)) < 0 ⇐⇒ R >
A +

√
A2 + 4a2

2
, (3.23)

where

A =
{

(α − 1)2α−2Γ
(α

2

)2
}1/(α−1)

.

Note that limR→∞ λ1(δa; (−R,R)) = λ1(δ0; R) for each a ∈ R. Let λ1 = λ1(δa; (−R,R)) and
denote by h the corresponding ground state. Then

h(x) = GR
−λ1

(x, a)h(a),

where GR
−λ1

(x, y) is the −λ1-resolvent of the absorbing symmetric α-stable process on (−R,R).
It follows from (3) of [45] and (1.24) that, if 1 < α < 2, then

h(x) =

{
O

(
(R − x)α/2

)
, x → R

O
(
(R + x)α/2

)
, x → −R.

(3.24)
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Let us consider the binary branching absorbing symmetric α-stable process on (−R,R) with
branching rate δa. Then this process does not extinct if and only if a and R satisfies the right
hand side of (3.23) by Theorem 2.4. Note that (−R,R) is Green bounded because

Ex[τR] =
2

Γ(α + 1)
(R2 − x2)α/2

as proved by Getoor [30, Section 5] or S. Watanabe [60, Theorem 2.1], where τR is the exit time
of the one-dimensional symmetric α-stable process from (−R,R). Therefore, if a and R satisfies
(3.23), then (3.7), (3.9) and (3.12) hold for this process.

Next consider the binary branching absorbing symmetric α-stable process on (0,∞) with
branching rate δa. Then

λ1(δa; (0,∞)) < 0 ⇐⇒ a >


(α − 1)Γ

(α

2

)2

2


1/(α−1)

(3.25)

by Example 6.5 below and (1.17). This condition is also equivalent to say that the branching
process does not extinct by Theorem 2.4. Denote by h the ground state corresponding to
λ1(δa; (0,∞)). Then it follows from (3) of [45] and (1.24) that

h(x) =

{
O

(
xα/2

)
, x → 0

O
(
x−(1+α)

)
, x → ∞.

Since (0,∞) is not Green bounded, (3.7), (3.9) and (3.11) hold if a satisfies (3.25).

Example 3.13. Suppose that 1 < α ≤ 2 and d > α. Let us take D = Rd and µ = δR, the
surface measure on {x ∈ Rd : |x| = R}. Then it follows from Example 4.1 of [58] and (1.17) that

λ1(δR; Rd) < 0 ⇐⇒ R >


√

πΓ
(

d + α

2
− 1

)
Γ

(α

2

)
Γ

(
α − 1

2

)
Γ

(
d − α

2

)


1/(α−1)

. (3.26)

Hence, the binary branching symmetric α-stable process on Rd with branching rate δR does not
extinct locally if and only if R satisfies the right hand side of (3.26). Under this condition, (3.21)
and (3.22) hold for this process.
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Chapter 4

Limit theorems for branching
symmetric Markov processes

We establish limit theorems for branching symmetric Hunt processes by using the principal eigen-
values and the ground states of associated Schrödinger operators. We apply them to branching
Brownian motions and branching symmetric α-stable processes.

4.1 h-transform and ergodicity

Let X be a locally compact separable metric space and m a positive Radon measure on X with
full support. Let M = (Xt, Px) be an m-symmetric Hunt process on X. In this section, we fix
a signed measure µ which can be decomposed into µ = µ+ − µ− ∈ K∞ −K∞. Assume that M
satisfies Assumptions 1.3 and 1.5 and that λ1 := λ1(µ) < 0. Let h be the normalized positive
eigenfunction corresponding to λ1 with

∫
X h2 dm = 1.

First recall the notations from Section 1.1: Mu
t is the martingale additive functional and Nu

t

is the continuous additive functional of zero energy for u ∈ Fe as appeared in (1.7). Mu,c
t is

the continuous part of Mu
t and µ⟨Mu,c⟩ is the energy measure of Mu,c

t . The measure J(dx, dy)
is the jump measure of M defined in (1.6). We now suppose that µ− = 0. Since it holds that
h = G−λ1(hµ) on X, Fukushima’s decomposition (1.7) implies that for q.e. x ∈ X, Px-a.s.

h(Xt) − h(X0) = Mh
t + Nh

t

= Mh
t − λ1

∫ t

0
h(Xs) ds −

∫ t

0
h(Xs) dAµ

s , t ≥ 0.

Set

Mt =
∫ t

0

1
h(Xs−)

dMh
s .

Then the solution Rt to the stochastic differential equation

Rt = 1 +
∫ t

0
Rs− dMs

is a positive local martingale, and thus a supermartingale. As a result, the formula

dP h
x = Rt dPx on Ft
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uniquely determines a family of probability measures
{
P h

x , x ∈ X
}

on (Ω,F∞). To emphasize,
the Hunt process M under probability measures

{
P h

x , x ∈ X
}

will be denoted by Mh; that is,

Eh
x

[
f(Xh

t )
]

:= Ex [Rtf(Xt)]

for t > 0 and f ∈ B+(X). It follows from [16] that the process Mh is h2m-symmetric and
irreducible because exp (Aµ

t ) h(Xt) is strictly positive. If µ− ̸= 0, then we can also apply the
same argument as above to the exp

(
−Aµ−

t

)
-subprocess of M. Let (Eh,Fh) be the symmetric

Dirichlet form on L2(X; h2m) associated with Mh. We then have by Theorems 2.6 and 2.8 of
[16] the following:

Theorem 4.1. (i) It holds that

Eh(u, u) =
1
2

∫
X

h(x)2 µ⟨Mu,c⟩(dx) +
∫∫

X×X\△
(u(x) − u(y))2 h(x)h(y)J(dx, dy),

Fh = FEh
1 (·,·)

,

where Eh
1 (u, u) = Eh(u, u) +

∫
X u2 h2dm.

(ii) The constant function 1 belongs to Fh and Eh(1,1) = 0. Consequently, Mh is recurrent.

Note that, by Doléan-Dade’s formula (see [33, Theorem 9.39]),

Rt = exp
(

Mt −
1
2
⟨M c⟩t

) ∏
0<s≤t

h(Xs)
h(Xs−)

exp
(

1 − h(Xs)
h(Xs−)

)
,

where M c
t is a continuous part of Mt. Then, applying Ito’s formula [33, Theorem 9.35] to

log h(Xt), we obtain for q.e. x ∈ X, Px-a.s.

log h(Xt) − log h(X0) = Mt −
1
2
⟨M c⟩t +

∑
s≤t

(
log

h(Xs)
h(Xs−)

+
h(Xs) − h(Xs−)

h(Xs−)

)
− λ1t − Aµ

t .

Hence
Rt = exp (λ1t + Aµ

t )
h(Xt)
h(X0)

,

that is,

Eh
x

[
f(Xh

t )
]

=
eλ1t

h(x)
Ex [exp (Aµ

t ) h(Xt)f(Xt)] . (4.1)

(4.1) implies that u ∈ Fh if and only if uh ∈ F and that

Eh(u, u) = E(uh, uh) −
∫

X
(uh)(x)2(λ1m(dx) + µ(dx))

= Eµ(uh, uh) − λ1

∫
X

(uh)(x)2m(dx).

In other words, Φh : u 7→ uh is an isometry from (Eh,Fh) onto (Eµ+λ1m,F) and from L2(X; h2m)
onto L2(X; m).
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By Theorem 4.1 (ii),

inf
{
Eh(u, u) : u ∈ Fh,

∫
X

u2 h2 dm = 1
}

= 0.

Let λh
2 := λh

2(µ) be the spectral gap for the self-adjoint operator associated with (Eh,Fh),

λh
2(µ) := inf

{
Eh(u, u) : u ∈ Fh,

∫
X

u2 h2dm = 1,

∫
X

uh2dm = 0
}

.

Since all the spectra are invariant under the isometry Φh, it follows that

λh
2 = λ2(µ) − λ1(µ) > 0, (4.2)

which leads us to the following Poincaré inequality:

∥ph
t φ∥L2(X;h2m) ≤ e−λh

2 t∥φ∥L2(X;h2m) (4.3)

for any φ ∈ L2(X;h2m) with
∫
X φh2dm = 0. Here {ph

t , t ≥ 0} is the Markovian transition
semigroup of Mh,

ph
t f(x) = Eh

x [f(Xh
t )], f ∈ B+(X).

Note that ph
t has the transition density kernel ph

t (x, y) with respect to the measure h2m given
by

ph
t (x, y) = eλ1t pµ

t (x, y)
h(x)h(y)

.

Then ∣∣∣ph
s+tφ(x)

∣∣∣ =
∣∣∣ph

s

(
ph

t φ
)

(x)
∣∣∣

=
∣∣∣∣ eλ1s

h(x)

∫
X

pµ
s (x, y)ph

t φ(y)h(y) m(dy)
∣∣∣∣

=
eλ1s

h(x)

∣∣pµ
s

((
ph

t φ
)
· h

)
(x)

∣∣
∥(ph

t φ) · h∥L2(X;m)

∥ph
t φ∥L2(X;h2m)

≤ eλ1s

h(x)
∥pµ

s ∥2,∞∥ph
t φ∥L2(X;h2m).

Hence, for every φ ∈ L2(X; h2m) with
∫
X φh2dm = 0, we see from (4.3) that the last term

above is not greater than
eλ1s

h(x)
∥pµ

s ∥2,∞e−λh
2 t∥φ∥L2(X;h2m).

Taking s = 1/2, we see that there exists a constant C > 0 such that

|h(x)ph
t φ(x)| ≤ Ce−λh

2 t∥φ∥L2(X;h2m) for t ≥ 1 (4.4)

for every φ ∈ L2(X; h2m) with
∫
X φh2dm = 0. For φ ∈ L2(X; h2m), we can write φ(x) =∫

X φ h2dm + φ0(x), where φ0(x) = φ(x) −
∫
X φh2dm has the property that φ0 ∈ L2(X; h2m)

with
∫
X φ0 h2dm = 0. As ph

t 1 = 1, we see from (4.4) that

lim
t→∞

ph
t φ(x) =

∫
X

φh2dm + lim
t→∞

ph
t φ0(x) =

∫
X

φ h2dm, x ∈ X (4.5)

49



for any φ ∈ L2(X;h2m). This together with (4.1) yields that

lim
t→∞

eλ1tEx [exp (Aµ
t ) f(Xt)] = h(x)

∫
X

fh dm, x ∈ X (4.6)

for any f ∈ L2(X; m).

4.2 Limit theorems

Throughout this section, we assume that M satisfies Assumptions 1.3 and 1.5. Let M =
(Ω,G,Gt,Xt,Px) be the branching symmetric Hunt process with motion component M, branch-
ing rate µ ∈ K∞ and branching mechanism {pn(x)}n≥0. We assume that supx∈X Q(x) < ∞ and
λ1 := λ1((Q − 1)µ) < 0, where Q(x) =

∑∞
n=0 npn(x).

Lemma 4.2. It holds that

lim
t→∞

eλ1tEx [Zt(f)] = h(x)
∫

X
fh dm, x ∈ X (4.7)

for any f ∈ L2(X; m).

Proof. Since it follows from (1.19) that

eλ1tEx [Zt(f)] = eλ1tEx

[
exp

(
A

(Q−1)µ
t

)
f(Xt)

]
, (4.8)

we get (4.7) from (4.6).

Recall that
Mt = eλ1tZt(h), t ≥ 0 (4.9)

and there exists a limit M∞ = limt→∞ Mt ∈ [0,∞) Px-a.s. In the sequel, we assume that
supx∈X R(x) < ∞. We then obtain

Proposition 4.3. (i) It holds that

lim
t→∞

eλ1tZt(f) = M∞

∫
X

fh dm in Px-probability (4.10)

for any f ∈ L2(X; m) ∩ Bb(X).
(ii) Let {tn} be any sequence such that

∑∞
n=1 e−εtn < ∞ for some positive ε > 0 so that

0 < ε < (−λ1) ∧ 2λh
2 . Then

lim
n→∞

eλ1tnZtn(f) = M∞

∫
X

fh dm Px-a.s. (4.11)

for any f ∈ L2(X; m) ∩ Bb(X).

Proof. Let f ∈ L2(X; m) ∩ Bb(X) and g(x) = f(x) − h(x)
∫
X fh dm. Then

eλ1tZt(f) = Mt

∫
X

fh dm + eλ1tZt(g).
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By (1.20),

Ex

[(
eλ1tZt(g)

)2
]

= I + II, (4.12)

where
I := e2λ1tEx

[
exp

(
A

(Q−1)µ
t

)
g(Xt)2

]
and

II := Ex

[∫ t

0
exp

(
2λ1s + A(Q−1)µ

s

)(
eλ1(t−s)EXs

[
exp

(
A

(Q−1)µ
t−s

)
g(Xt−s)

])2
dARµ

s

]
.

Recall that λh
2 := λh

2((Q − 1)µ) > 0 as we saw in (4.2). Then, since for any positive ε <
(−λ1) ∧ (2λh

2),
sup

(x,t)∈X×(0,∞)
Ex

[
exp

(
(2λ1 + ε)t + A

(Q−1)µ
t

)]
< ∞

by Theorem 5.1 of [14] or Theorem 2.4 of [52], it follows that

I ≤ e−εtEx

[
exp

(
(2λ1 + ε)t + A

(Q−1)µ
t

)]
∥g∥2

L∞(X;m) ≤ c1 e−εt ∥g∥2
L∞(X;m).

By (4.4),

II ≤ c2Ex

[∫ t

0
exp

(
2λ1s + A(Q−1)µ

s

)
e−2λh

2 (t−s) dARµ
s

]
∥g∥2

L2(X;m)

≤ c2e
−εtEx

[∫ ζ

0
exp

(
(2λ1 + ε)s + A(Q−1)µ

s

)
dARµ

s

]
∥g∥2

L2(X;m).

Since

inf
{
E(u, u) −

∫
X

u2(Q − 1) dµ − (2λ1 + ε)
∫

X
u2 dm : u ∈ F ,

∫
X

u2 dm = 1
}

= −λ1 − ε

> 0

by the definition of λ1, we deduce from Theorem 1.2 and [52, Lemma 3.5] that

sup
x∈X

Ex

[∫ ζ

0
exp

(
(2λ1 + ε)s + A(Q−1)µ

s

)
dARµ

s

]
< ∞,

and thus II ≤ c3 e−εt ∥g∥2
L∞(X;m). Combining these estimates implies that

Ex

[(
eλ1tZt(g)

)2
]
≤ (c1 + c3) e−εt ∥g∥2

L∞(X;m). (4.13)

Furthermore, by Chebyshev’s inequality,

Px

(∣∣∣eλ1tZt(g)
∣∣∣ > δ

)
≤ 1

δ2
Ex

[(
eλ1tZt(g)

)2
]

≤ C

δ2
e−εt ∥g∥2

L∞(X;m)

for any δ > 0, and the last term above goes to 0 as t → ∞. Therefore (4.10) follows.
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Let f and g be the same as above, respectively. By (4.13),

∞∑
n=1

Ex

[(
eλ1tnZt(g)

)2
]
≤ C

∞∑
n=1

e−εtn < ∞.

By Borel-Cantelli’s lemma, we have limn→∞ eλ1tnZtn(g) = 0 Px-a.s., and so (4.11) as limt→∞ Mt =
M∞ Px-a.s.

We will assume the following on X and the branching rate:

Assumption 4.4. Either (i) or (ii) holds:
(i) It holds that Px(ζ < ∞) = 1 for every x ∈ X and the branching rate µ ∈ K∞ satisfies∫∫

X×X Gµ(x, y) µ(dx)µ(dy) < ∞.
(ii) M is Harris recurrent and the branching rate µ ∈ K∞ satisfies µ(X) < ∞.

Recall that we proved Lemma 3.1 and Proposition 3.3 that Mt in (4.9) is a square integrable
martingale and that

{e0 = ∞} = {M∞ ∈ (0,∞)} Px-a.s., (4.14)

where e0 is the extinction time of M defined by

e0 = inf {t > 0 : Zt = 0} .

We then get the following immediately from the above, Lemma 4.2 and Proposition 4.3.

Corollary 4.5. (i) It holds that

lim
t→∞

Zt(A)
Ex [Zt(A)]

=
M∞
h(x)

in Px-probability

for every Borel subset A in X such that 0 < m(A) < ∞.
(ii) Suppose that Assumption 4.4 holds. If m(X) < ∞, then

lim
t→∞

Zt(A)
Zt

=

∫
A h dm∫
X h dm

in Pe
x-probability

for every Borel subset A in X, where Pe
x(·) = Px(· | e0 = ∞).

(iii) Suppose that Assumption 4.4 holds. Let {tn} be any sequence as in Proposition 4.3. If
m(X) < ∞, then

lim
n→∞

Ztn(A)
Ztn

=

∫
A h dm∫
X h dm

Pe
x-a.s.

for every Borel subset A in X.

Proof. Let A be a Borel subset in X such that 0 < m(A) < ∞. Then combining Proposition
4.3 with Lemma 4.2 implies that

lim
t→∞

Zt(A)
Ex [Zt(A)]

= lim
t→∞

eλ1tZt(A)
eλ1tEx [Zt(A)]

=
M∞

∫
A h dm

h(x)
∫
A h dm

=
M∞
h(x)

in Px-probability,
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whence (i) holds. We now that assume that Assumption 4.4 holds and that 0 < m(X) < ∞.
Then, since the constant function belongs to L2(X; m), we obtain by Proposition 4.3 and (4.14),

lim
t→∞

Zt(A)
Zt

= lim
t→∞

eλ1tZt(A)
eλ1tZt

=
M∞

∫
A h dm

M∞
∫
X h dm

=

∫
A h dm∫
X h dm

in Pe
x-probability,

which yields (ii). By the same way, (iii) follows.

Corollary 4.5 is an extension of the result for branching Brownian motions by S. Watanabe
[61, Corollary on p.397] to branching symmetric Hunt processes with state dependent branching
rates and branching mechanisms.

Remark 4.6. Let Mα = (Xt, Px) be the symmetric α-stable process on Rd. Since (4.6) is
true for any f ∈ Bb(Rd) by [55, Corollary 4.7], Lemma 4.2 holds for any f ∈ Bb(Rd). We now
consider the branching symmetric α-stable process with motion component Mα and branching
rate µ ∈ KRd

∞ . Then for any f ∈ Bb(Rd),

sup
(x,t)∈Rd×(1,∞)

∣∣∣eλ1tEx

[
exp

(
A

(Q−1)µ
t

)
f(Xt)

]∣∣∣
≤ Cp∥f∥L∞(Rd;dx) sup

x∈Rd

∥h(x)ph
1(x, ·)∥Lp(Rd;h2dx)

∥∥∥∥1
h

∥∥∥∥
Lq(Rd;h2dx)

< ∞
(4.15)

for any p > 2 + n/α and q = p/(p − 1) by Lemmas 4.4 and 4.6 of [55], where Cp is a positive
constant depending on p. Thus II in the proof of Proposition 4.3 converges to 0 as t → ∞ for
any f ∈ Bb(Rd) by combining (4.15) with the dominated convergence theorem, instead of the
inequality (4.4). As a result, (4.10) holds for any f ∈ Bb(Rd), which leads us to that Corollary
4.5 (i) and (ii) hold for every Borel subset A in Rd.

We are now in a position to establish the following almost sure convergence of eλ1tZt(f).

Theorem 4.7. There exists a subspace Ω0 ⊂ Ω of full probability such that, for every ω ∈ Ω0

and for every bounded Borel measurable function f on X with compact support whose set of
discontinuous points has zero m-measure,

lim
t→∞

eλ1tZt(f)(ω) = M∞(ω)
∫

X
fh dm. (4.16)

Observe that h is strictly positive and continuous on X. So every bounded Borel measurable
function f with compact support is bounded by ch for some c > 0.

Our approach to Theorem 4.7 is similar to that to [4, Theorem 1’]. We now prove two
lemmas. Let δ be a positive constant 0 < δ < (−λ1) ∧ 2λh

2 and denote by Xnδ,i
t the particles at

time t ≥ nδ such that whose parent is Xi
nδ. Let U be a nearly Borel subset of X, and for x ∈ X

and ε > 0,

U ε(x) :=
{

y ∈ U : h(y) ≥ 1
1 + ε

h(x)
}

.

Define
Y δ,ε

n,i =
1

1 + ε
h(Xi

nδ)1n

Xnδ,i
t ∈Uε(Xi

nδ) for every t∈[nδ,(n+1)δ]
o

and Sδ,ε
n = eλ1nδ

∑Znδ
i=1 Y δ,ε

n,i .
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Lemma 4.8. It holds that

lim
n→∞

(
Sδ,ε

n − Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

])
= 0 Px-a.s.

Proof. A direct calculation implies that

Ex

[(
Sδ,ε

n − Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

])2
]

= Ex

[(
Sδ,ε

n

)2
− 2Sδ,ε

n Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

]
+ Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

]2
]

= Ex

[
Ex

[(
Sδ,ε

n

)2
∣∣∣∣Gnδ

]
− Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

]2
]

.

(4.17)

Since

Ex

[(
Sδ,ε

n

)2
∣∣∣∣Gnδ

]
= e2λ1nδEx

Znδ∑
i=1

(
Y δ,ε

n,i

)2
+

∑
1≤i,j≤Znδ,i ̸=j

Y δ,ε
n,i Y δ,ε

n,j

∣∣∣∣Gnδ


= e2λ1nδ

Znδ∑
i=1

Ex

[(
Y δ,ε

n,i

)2
∣∣∣∣Gnδ

]
+ e2λ1nδ

∑
1≤i,j≤Znδ,i ̸=j

Ex

[
Y δ,ε

n,i

∣∣∣∣Gnδ

]
Ex

[
Y δ,ε

n,j

∣∣∣∣Gnδ

]
and

Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

]2

=

(
eλ1nδ

Znδ∑
i=1

Ex

[
Y δ,ε

n,i

∣∣∣∣Gnδ

])2

= e2λ1nδ
Znδ∑
i=1

Ex

[
Y δ,ε

n,i

∣∣∣∣Gnδ

]2

+ e2λ1nδ
∑

1≤i,j≤Znδ,i ̸=j

Ex

[
Y δ,ε

n,i

∣∣∣∣Gnδ

]
Ex

[
Y δ,ε

n,j

∣∣∣∣Gnδ

]
,

the last term of (4.17) is equal to

e2λ1nδEx

[
Znδ∑
i=1

(
Ex

[(
Y δ,ε

n,i

)2
∣∣∣∣Gnδ

]
− Ex

[
Y δ,ε

n,i

∣∣∣∣Gnδ

]2
)]

≤ e2λ1nδEx

[
Znδ∑
i=1

Ex

[(
Y δ,ε

n,i

)2
∣∣∣∣Gnδ

]]
.

By the Markov property and (1.19), the last term above is equal to

e2λ1nδEx

[
Znδ∑
i=1

EXi
nδ

[(
Y δ,ε

0,1

)2
]]

= e2λ1nδEx

[
exp

(
A

(Q−1)µ
nδ

)
EXnδ

[(
Y δ,ε

0,1

)2
]]

≤ e2λ1nδEx

[
exp

(
A

(Q−1)µ
nδ

)
h(Xnδ)2

]
≤ e2λ1nδEx

[
exp

(
A

(Q−1)µ
nδ

)
h(Xnδ)

]
∥h∥L∞(X;m)

= eλ1nδh(x)∥h∥L∞(X;m).

Therefore
∞∑

n=0

Ex

[(
Sδ,ε

n − Ex

[
Sδ,ε

n

∣∣∣∣Gnδ

])2
]

< ∞,

which yields the desired result by an application of Borel-Cantelli’s lemma.
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Lemma 4.9. It holds that

lim inf
t→∞

eλ1tZt(1Uh) ≥ M∞

∫
U

h2 dm Px-a.s. (4.18)

for every open subset U in X.

Proof. Since eλ1tZt(1Uh) ≥ eλ1δSδ,ε
n for any t ∈ [nδ, (n + 1)δ], the Markov property and

Lemma 4.8 yield that

lim inf
t→∞

eλ1tZt(1Uh) ≥ eλ1δ lim inf
n→∞

Sδ,ε
n

= eλ1δ lim inf
n→∞

eλ1nδ
Znδ∑
i=1

EXi
nδ

[
Sδ,ε

0

]

=
eλ1δ

1 + ε
lim inf
n→∞

eλ1nδ
Znδ∑
i=1

h(Xi
nδ)PXi

nδ

(
Xt ∈ U ε(X0) for every t ∈ [0, δ]

)
.

By (4.11), the right hand side above is equal to

eλ1δ

1 + ε
M∞

∫
X

Px

(
Xt ∈ U ε(X0), for every t ∈ [0, δ]

)
h(x)2 m(dx)

=
eλ1δ

1 + ε
M∞

∫
X

Ex

[
e−Aµ

δ ; δ < τε

]
h(x)2 m(dx)

≥ eλ1δ

1 + ε
M∞

∫
U

Ex

[
e−Aµ

δ ; δ < τε

]
h(x)2 m(dx),

where τε = inf {t > 0 : Xt /∈ U ε(X0)} . Since Xt is right continuous, the last term above converges
to M∞

∫
U h2 dm by letting first δ → 0 and then ε → 0, whence (4.18) holds.

Proof of Theorem 4.7. Since X is a locally compact separable metric space, there exists a
countable base U of open set {Uk, k ≥ 1} that is closed under finite union. By Lemma 4.9, there
exists Ω0 ⊂ Ω of full probability so that for every ω ∈ Ω0,

lim inf
t→∞

eλ1tZt(1Uk
h)(ω) ≥ M∞(ω)

∫
Uk

h2 dm for every Uk ∈ U .

For any open set U , there exists a sequence of increasing open sets {Unk
, k ≥ 1} in U so that

∪∞
k=1Unk

= U . We have for every ω ∈ Ω0,

lim inf
t→∞

eλ1tZt(1Uh)(ω) ≥ lim inf
t→∞

eλ1tZt(1Unk
h)(ω)

≥ M∞(ω)
∫

Unk

h2 dm for every k ≥ 1.

Passing k → ∞ yields that

lim inf
t→∞

eλ1tZt(1Uh)(ω) ≥ M∞(ω)
∫

U
h2 dm. (4.19)
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We now consider (4.16) on {M∞ > 0}. For each fixed ω ∈ Ω0 ∩ {M∞ > 0}, define the
probability measures µt and µ on X respectively, by

µt(A)(ω) =
eλ1tZt(1Ah)(ω)

Mt(ω)
and µ(A) =

∫
A

h2 dm, A ∈ B(X)

for every t ≥ 0. Note that the measure µt is well-defined for every t ≥ 0. The inequality (4.19)
tells us that µt converges weakly to µ (for example, see [25, Theorem 9.1 on p.164]). Since h
is strictly positive and continuous on X, for every function f on X with compact support on
X whose discontinuity set has zero m-measure (equivalently zero µ-measure), ϕ := f/h is a
bounded function having compact support with the same set of discontinuity with f . We thus
have

lim
t→∞

∫
X

ϕdµt =
∫

X
ϕdµ, (4.20)

which is equivalent to say that

lim
t→∞

eλ1tZt(f)(ω) = M∞(ω)
∫

X
fh dm for every ω ∈ Ω0 ∩ {M∞ > 0}. (4.21)

Since, for every function f on X such that |f | is bounded by ch for some c > 0,

eλ1t|Zt(f)| ≤ eλ1tZt(|f |) ≤ cMt,

(4.21) holds automatically on {M∞ = 0}. This completes the proof of the theorem.

In a similar way to that yielding Corollary 4.5, we obtain from Theorem 4.7 and Lemma 4.2
the following:

Corollary 4.10. Let Ω0 be the same as in Theorem 4.7.
(i) (A law of large numbers) It holds that

lim
t→∞

Zt(A)(ω)
Ex [Zt(A)]

=
M∞(ω)
h(x)

for every ω ∈ Ω0 and for every relatively compact Borel subset A in X having m(A) > 0 and
m(∂A) = 0.
(ii) Suppose also that Assumption 4.4 holds. Then

lim
t→∞

Zt(A)(ω)
Zt(B)(ω)

=

∫
A h dm∫
B h dm

for every ω ∈ Ω0 ∩ {e0 = ∞} and for every pair of relatively compact Borel subsets A and B in
X having m(A),m(B) > 0 and m(∂A) = m(∂B) = 0 respectively.

4.3 Examples

We apply the results above to branching Brownian motions and branching symmetric α-stable
processes. Let Mα = (Xt, Px) be the symmetric α-stable process on Rd and (Eα,Fα) the
associated Dirichlet form on L2(Rd). Denote by MD = (XD

t , PD
x ) the absorbing symmetric

α-stable process on an open set D in Rd and by (ED,FD) the associated Dirichlet form. Let
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GD(x, y) and GD
β (x, y) be the Green function and the β-resolvent density of MD respectively.

We set

λ1(µ; D) = inf
{
ED(u, u) −

∫
D

u2 dµ : u ∈ C∞
0 (D),

∫
D

u2 dx = 1
}

.

Let MD = (XD
t ,Px) be the branching symmetric α-stable process with motion component

MD and branching rate measure µ ∈ KD
∞. Let Q be the same as before. Suppose that λ1 :=

λ1((Q − 1)µ; D) < 0. If D is bounded, then Proposition 4.3, Corollary 4.5, Theorem 4.7 and
Corollary 4.10 hold. On the other hand, if D = Rd, then Proposition 4.3, Corollary 4.5 (i)
and (ii), Theorem 4.7 and Corollary 4.10 hold. Otherwise, Proposition 4.3, Theorem 4.7 and
Corollary 4.10 hold.

From now on, we use the following notation: for functions f and g on a space E and a subset
F ⊂ E, we write f ≈ g on F , if there exist positive constants c1 > c2 > 0 such that for any
x ∈ F ,

c2g(x) ≤ f(x) ≤ c1g(x).

Example 4.11. Suppose that d = 1 and 1 < α ≤ 2. Let D = (−R,R) for R > 0 and a ∈ D.
Let λ1 = λ1(δa; (−R,R)), where δa is the Dirac measure at a. We denote by MD = (XD

t ,Px)
the binary branching symmetric α-stable process with motion component MD and branching
rate δ0. We first suppose that α = 2. Note that we can calculate λ1 and the corresponding
ground state in Example 6.8 below. Hence, if R > 0 satisfies the right hand side of (3.23), then
for any r ∈ (a,R) and δ > 0, we have by Proposition 4.3 (ii) Px-a.s.

lim
n→∞

eλ1nδZnδ((−r, r)c)

=
C1√
−2λ1

(
sinh{2

√
−2λ1(R − a)} + sinh{2

√
−2λ1(R + a)}

)
sinh2{

√
−2λ1(R − r)}M∞,

and by Corollary 4.5 (iii)

Px

(
lim

n→∞

Znδ((−r, r)c)
Znδ

= C2 sinh2{
√
−2λ(R − r)}

∣∣∣∣∣ e0 = ∞

)
= 1,

where C1 = C1(a,R, λ1) is the positive constant which will be defined in (6.6) below and

C2 = C2(a, R, λ1) =
sinh{2

√
−2λ1(R − a)} + sinh{2

√
−2λ1(R + a)}

2 sinh{2
√
−2λ1R} sinh{

√
−2λ1(R − a)} sinh{

√
−2λ1(R + a)}

.

We also have by Theorem 4.7 Px-a.s.

lim
t→∞

eλ1tZt((−r, r)) =
C1√
−2λ1

(
sinh{2

√
−2λ1(R − a)} + sinh{2

√
−2λ1(R + a)}

)
(
sinh2{

√
−2λ1R} − sinh2{

√
−2λ1(R − r)}

)
M∞

for any r ∈ (a,R), and by Corollary 4.10 (i) Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

=


1

C1 sinh{2
√
−2λ1(R − a)} sinh{2

√
−2λ1(R + x)}

M∞, x ∈ (−R, a]

1
C1 sinh{2

√
−2λ1(R + a)} sinh{2

√
−2λ1(R − x)}

M∞, x ∈ (a,R)
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for every relatively compact Borel subset A in (−R,R) whose boundary has zero Lebesgue
measure. We next suppose that 1 < α < 2. Note that we already obtain the decay rate of the
ground state by (3.24). Hence, if R > 0 satisfies the right hand side of (3.23), then for any
r ∈ (a,R) and δ > 0, we have by Proposition 4.3 (ii) Px-a.s.

lim
n→∞

eλ1nδZnδ((−r, r)c) = O
(
(R − r)(α+2)/2

)
,

and by Corollary 4.5

Px

(
lim

n→∞

Znδ((−r, r)c)
Znδ

= O
(
(R − r)(α+2)/2

) ∣∣∣∣∣ e0 = ∞

)
= 1.

We also obtain by Theorem 4.7 Px-a.s.

lim
t→∞

eλ1tZt((−r, r)) =
(∫ ∞

−∞
h dx − O

(
(R − r)(α+2)/2

))
M∞

for any r ∈ (a,R), and by Corollary 4.10 (i) Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

≈

{
(R + x)−α/2M∞ as x → −R

(R − x)−α/2M∞ as x → R

for every relatively compact Borel subset A in (−R,R) whose boundary has zero Lebesgue
measure.

Example 4.12. Suppose that d = 1 and 1 < α ≤ 2. Let λ1(α) = λ1(δ0; R) and denote by h the
corresponding ground state. We can then obtain λ1(α) and h explicitly in Example 6.10 below,
where Q = 2. We can also see the decay rate of h at infinity by (1.25) and (1.26).

Let Mα = (Xt,Px) be the branching symmetric α-stable process with motion component
Mα and branching rate δ0. If α = 2, then for any r > 0, we get by Proposition 4.3 (i) in
Px-probability

lim
t→∞

e−t/2Zt((−r, r)c) = 2e−r M∞,

and by Corollary 4.5 (ii) in Px-probability

lim
t→∞

Zt((−r, r)c)
Zt

= e−r.

We also get by Theorem 4.7 Px-a.s.

lim
t→∞

e−t/2Zt((−r, r)) = 2(1 − e−r) M∞

for large r > 0, and by Corollary 4.10 (i) Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

= e|x|M∞

for every x ∈ R and for every relatively compact Borel subset A in R whose boundary has zero
Lebesgue measure. On the other hand, if 1 < α < 2, then for large r > 0, we have by Proposition
4.3 (i) in Px-probability

lim
t→∞

eλ1(α)tZt((−r, r)c) = O
(
r−α

)
M∞,
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and by Corollary 4.5 (ii) and (1.26) in Px-probability

lim
t→∞

Zt((−r, r)c)
Zt

= O
(
r−α

)
.

We also have by Theorem 4.7 Px-a.s.

lim
t→∞

eλ1(α)tZt((−r, r)) =
(∫ ∞

−∞
h(x) dx − O

(
r−α

))
M∞

for large r > 0, and by Corollary 4.10 Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

≈ |x|1+αM∞ as |x| → ∞

for every relatively compact Borel subset A in R whose boundary has zero Lebesgue measure.

Example 4.13. Suppose that 1 < α ≤ 2 and d > α. Let δR be the surface measure on ∂BR =
{x ∈ Rd : |x| = R} and λ1 := λ1(δR; Rd). Denote by Mα = (Xt,Px) the binary branching
symmetric α-stable process with motion component Mα and branching rate δR. Assume that
the radius R > 0 satisfies the right hand side of (3.26). Denote by B(r) the open ball with
radius r > 0 and centered at the origin, B(r) = {x ∈ Rd : |x| < r}. If α = 2, then for large
r > 0, we have by Proposition 4.3 (i) and Remark 4.6 in Px-probability

lim
t→∞

eλ1tZt(B(r)c) = o
(
e−

√
−2λ1r

)
M∞,

and by Corollary 4.5 (ii), Remark 4.6 and (1.25) in Px-probability

lim
t→∞

Zt(B(r)c)
Zt

= o
(
e−

√
−2λ1r

)
.

We also obtain by Theorem 4.7 Px-a.s.

lim
t→∞

eλ1tZt(B(r)) =
(∫

Rd

h dx − o
(
e−

√
−2λ1r

))
M∞

for large r > 0, and by Corollary 4.10 (i) Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

= o
(
e
√
−2λ1|x|

)
M∞ as |x| → ∞

for every relatively compact Borel subset A in Rd whose boundary has zero Lebesgue measure.
On the other hand, if 1 < α < 2, then for large r > 0, we get by Proposition 4.3 (i) and Remark
4.6 in Px-probability

lim
t→∞

eλ1tZt(B(r)c) = O
(
r−α

)
M∞,

and by Corollary 4.5 (ii), Remark 4.6 and (1.26) in Px-probability

lim
t→∞

Zt(B(r)c)
Zt

= O
(
r−α

)
.

We also get by Theorem 4.7 Px-a.s.

lim
t→∞

eλ1tZt(B(r)) =
(∫

Rd

h dx − O
(
r−α

))
M∞
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for large r > 0, and by Corollary 4.10 (i) Px-a.s.

lim
t→∞

Zt(A)
Ex [Zt(A)]

≈ |x|d+αM∞ as |x| → ∞

for every relatively compact subset A in Rd whose boundary has zero Lebesgue measure.
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Chapter 5

Variational formula for Dirichlet
forms and its applications

In this chapter, we prove a variational formula for Dirichlet forms generated by general symmetric
Markov processes. As its applications, we obtain lower bound estimates of the bottoms of the
spectrum for symmetric Markov processes. Moreover, for a positive measure µ charging no set
of zero capacity, we give a new proof of an L2(µ)-estimate of functions in Dirichlet spaces.

5.1 Variational formula for Dirichlet forms

Let X be a locally compact separable metric space and m a positive Radon measure on X
with full support. In [24] Donsker-Varadhan proved a large deviation principle of occupation
distributions of conservative Markov processes on X with the so-called I-function as its rate
function: let L be the Feller generator of a Markov process and D(L) the domain of L. Then
the I-function is defined by

I(µ) = − inf
u∈D++(L)

∫
X

Lu

u
dµ, µ ∈ P(X), (5.1)

where D++(L) = {u ∈ D(L) : infx∈X u(x) > 0} . Moreover, if the Markov process is m-symmetric,
then they identified the I-function with the associated Dirichlet form (E ,F) as follows:

I(µ) =

E(f, f), if f =

√
dµ

dm
∈ F ,

∞, otherwise

([24, Theorem 5]). In other words, the Dirichlet form is expressed as

E(f, f) = − inf
u∈D++(L)

∫
X

Lu

u
f2 dm, f ∈ F . (5.2)

Here we call the relation like (5.2) the variational formula for the Dirichlet form (E ,F). In this
section, we extend this formula to general symmetric Markov processes with jumps and killings.

Let M = (Xt, Px) be an m-symmetric Markov process on X with right continuous sample
paths. Denote by B∗(X) the collection of universally measurable subsets,

B∗(X) =
⋂

µ∈P(X)

Bµ(X),
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where P(X) is the set of probability measures on X and Bµ(X) is the completion of Borel sets
B(X) with respect to the measure µ ∈ P(X). A function f ∈ B∗(X) is then said to be finely
continuous, if

Px (f(Xt) is right continuous with respect to t ∈ [0,∞)) = 1 for any x ∈ X.

Then any continuous function is finely continuous by the right continuity of sample paths.
Denote by Cφ(X) the set of finely continuous functions on X. Let Cφ

b (X) be the set of bounded
finely continuous functions on X and Cφ,+

b (X) the set of nonnegative functions in Cφ
b (X).

Denote by pt the Markovian transition semigroup of M, ptf(x) = Ex[f(Xt)], f ∈ B∗(X). We
now define the extended generator of M as follows:

Definition 5.1. Let

D
(
L̂

)
=

{
u ∈ Cφ

b (X) : ∃g ∈ Cφ
b (X) s.t. ptu = u +

∫ t

0
psg ds, ∀t > 0

}
.

Then g is uniquely determined for each u ∈ D
(
L̂

)
. The function g is denoted by L̂u and L̂ is

called the extended generator of M.

We learn the notion of extended generators from [63]. Note that, the function u ∈ Cφ
b (X)

belongs to D
(
L̂

)
if and only if there exists a function g ∈ Cφ

b (X) such that Mt = u(Xt) −
u(X0) −

∫ t
0 g(Xs) ds is a martingale. Moreover, we have

Lemma 5.2. ([63, §3 Theorem 1.2]) For any extended generator L̂, it holds that

D
(
L̂

)
= Gα(Cφ

b (X)), α > 0.

Proof. Take u ∈ D
(
L̂

)
and let v = L̂u. Then by definition,

ptu = u +
∫ t

0
psv ds. (5.3)

Since ∫ ∞

0
e−αt

(∫ t

0
psv ds

)
dt =

∫ ∞

0

(∫ ∞

s
e−αt dt

)
psv ds

=
1
α

∫ ∞

0
e−αspsv ds =

1
α

Gαv

by Fubini’s theorem, we see from (5.3) that

Gαu =
1
α

u +
1
α

Gαv.

Thus u = Gα(αu − v) ∈ Gα(Cφ
b (X)), which yields that D

(
L̂

)
⊂ Gα(Cφ

b (X)).

Suppose that f ∈ Cφ
b (X). Then

ptGαf − Gαf =
∫ ∞

0
e−αspt+sf ds −

∫ ∞

0
e−αspsf ds

= eαt

∫ ∞

t
e−αspsf ds −

∫ ∞

0
e−αspsf ds.
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Since

d

dt
(ptGαf − Gαf) = αeαt

∫ ∞

t
e−αspsf ds − ptf

= pt(αGαf − f),

it holds that

ptGαf − Gαf =
∫ t

0
ps (αGαf − f) ds.

Noting that Gα(Cφ
b (X)) ⊂ Cφ

b (X) by [9, §2], we have αGαf − f ∈ Cφ
b (X). Hence Gαf ∈ D

(
L̂

)
and L̂Gαf = αGαf − f , which imply that Gα(Cφ

b (X)) ⊂ D
(
L̂

)
.

Let B∗
b (X) denote the set of bounded B∗(X)-measurable functions on X and B∗,+

b (X) the set

of nonnegative functions in B∗
b (X). Let D+

(
L̂

)
be the set of nonnegative functions in D

(
L̂

)
.

Taking account of killings or explosions, we define the function Î on P(X) by

Î(µ) = − inf
u∈D+(L̂), ε>0

∫
X

L̂u

u + ε
dµ. (5.4)

The function Î is a modification of the I-function defined in (5.1). By adding ε > 0 on the
denominator of the integrand of Î, the integral on the right hand side of (5.4) is finite for any
u ∈ D+(L̂). We also define the function Iα on P(X) by

Iα(µ) = − inf
u∈B∗,+

b (X),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ, α > 0.

Next lemma is a resolvent version of Donsker and Varadhan [24, Lemma 3.1].

Lemma 5.3. It holds that
αIα(µ) ≤ Î(µ)

for any µ ∈ P(X) and α > 0.

Proof. For f ∈ Cφ,+
b (X) and β > 0, let u = βGβf ∈ D+

(
L̂

)
. Put

ϕ(α) = −
∫

X
log

(
αGαu + ε

u + ε

)
dµ, ε > 0

for α > 0. Since
αG2

αu − Gαu = L̂G2
αu

as showed in the proof of Lemma 5.2 and

d

dα
Gαu = −G2

αu,

it follows that
dϕ

dα
(α) =

∫
X

L̂G2
αu

αGαu + ε
dµ. (5.5)
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As a direct calculation yields that

L̂G2
αu

αGαu + ε
− L̂G2

αu

α2G2
αu + ε

=
α2G2

αu + ε − (αGαu + ε)
(αGαu + ε)(α2G2

αu + ε)
L̂G2

αu

=

(
L̂G2

αu
)2

(αGαu + ε)(α2G2
αu + ε)

≥ 0,

it holds that ∫
X

L̂G2
αu

αGαu + ε
dµ ≥

∫
X

L̂G2
αu

α2G2
αu + ε

dµ

= − 1
α2

∫
X

−L̂G2
αu

G2
αu + ε/α2

dµ

≥ − 1
α2

Î(µ).

By integrating both sides of (5.5) by α,

−ϕ(α) =
∫ ∞

α
ϕ′(β) dβ ≥ − 1

α
Î(µ).

Therefore,
Î(µ)
α

≥ − inf
u∈D+(L̂),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ.

Since Gα(Cφ,+
b (X)) ⊂ D+

(
L̂

)
by Lemma 5.2, it follows that αGαf ∈ D+

(
L̂

)
for any f ∈

Cφ,+
b (X). Furthermore, it holds that

αGα(βGβf) + ε

βGβf + ε
=

βGβ(αGαf) + ε

βGβf + ε
→ αGαf + ε

f + ε
as β → ∞

because the fine continuity of f implies that

lim
α→∞

αGαf(x) = lim
α→∞

αEx

[∫ ∞

0
e−αuf(Xu) du

]
= lim

α→∞
Ex

[∫ ∞

0
e−uf(Xu/α) du

]
= f(x).

Thus

− inf
u∈D+(L̂),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ = − inf

u∈Cφ,+
b (X),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ.

Define the measure µα on B∗(X) by

µα(A) =
∫

X
αGα(x,A) µ(dx), A ∈ B∗(X).

Take a sequence {gn} ⊂ Cφ,+
b (X) such that

lim
n→∞

∫
X
|gn − v|d(µα + µ) = 0
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for each v ∈ B∗,+
b (X). Then∫

X
|αGαgn − αGαv| dµ ≤

∫
X

αGα|gn − v| dµ

=
∫

X
|gn − v| dµα → 0, n → ∞.

Hence

lim
n→∞

∫
X

log
(

αGαgn + ε

gn + ε

)
dµ =

∫
X

log
(

αGαv + ε

v + ε

)
dµ.

As a result, we obtain

− inf
u∈Cφ,+

b (X),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ = − inf

u∈B∗,+
b (X),ε>0

∫
X

log
(

αGαu + ε

u + ε

)
dµ

= Iα(µ),

which completes the proof.

Theorem 5.4. Let (E ,F) be the Dirichlet form associated with M. Then it holds that

E(f, f) = − inf
u∈D+(L̂), ε>0

∫
X

L̂u

u + ε
f2dm (5.6)

for any f ∈ F with f ≥ 0 m-a.e. on X.

Proof. Let f ∈ F with f ≥ 0 m-a.e. on X and fn = f ∧ n. Since x < − log(1 − x) for all
x ∈ (−∞, 1) and

−∞ <
fn − αGαfn

fn + ε
< 1,

we have ∫
X

fn − αGαfn

fn + ε
f2 dm ≤ −

∫
X

log
(

αGαfn + ε

fn + ε

)
f2 dm.

By Lemma 5.3, the right hand side above is not greater than

Iα(f2 · m) ≤ Î(f2 · m)
α

.

Since ∣∣∣∣fn − αGαfn

fn + ε

∣∣∣∣ f2 =
∣∣∣∣n − αGαfn

n + ε

∣∣∣∣ f21{f>n} +
∣∣∣∣f − αGαfn

f + ε

∣∣∣∣ f21{f≤n}

≤ n + αGαn

n
f2 + (f + αGαf)f

≤ f (3f + αGαf) ∈ L1(X; m),

we obtain, by letting first n → ∞ and then ε → 0,∫
X

α (f − αGαf) f dm ≤ Î(f2 · m).
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Noting that limα→∞
∫
X α (f − αGαf) f dm = E(f, f) by [29, Lemma 1.3.4], we get E(f, f) ≤

Î(f2 · m).
For any ϕ ∈ D+

(
L̂

)
, put

p̂ϕ
t f(x) = Ex

[
ϕ(Xt) + ε

ϕ(X0) + ε
exp

(
−

∫ t

0

L̂ϕ

ϕ + ε
(Xs) ds

)
f(Xt)

]
.

Then it follows in a similar way to [51] and [52] that p̂ϕ
t is (ϕ + ε)2m-symmetric and p̂ϕ

t 1 ≤ 1.
Define

Ŝϕ
t f(x) = Ex

[
exp

(
−

∫ t

0

L̂ϕ

ϕ + ε
(Xs) ds

)
f(Xt)

]
.

Since

Ŝϕ
t f(x) = (ϕ(x) + ε)p̂ϕ

t

(
f

ϕ + ε

)
(x),

Schwarz’s inequality yields that∫
X

(
Ŝϕ

t f
)2

dm =
∫

X

{
p̂ϕ

t

(
f

ϕ + ε

)}2

(ϕ + ε)2dm

≤
∫

X
p̂ϕ

t 1p̂ϕ
t

{(
f

ϕ + ε

)2
}

(ϕ + ε)2dm

≤
∫

X
p̂ϕ

t

{(
f

ϕ + ε

)2
}

(ϕ + ε)2dm.

By the (ϕ + ε)2m-symmetry of p̂ϕ
t , the last term above is equal to∫

X
p̂ϕ

t 1
(

f

ϕ + ε

)2

(ϕ + ε)2dm ≤
∫

X
f2 dm.

Because L̂ϕ/(ϕ + ε) is bounded, we see from the Feynman-Kac formula ([1, Theorem 4.1]) that

0 ≤ lim
t→0

1
t

∫
X

(
f − Ŝϕ

t f
)

f dm

= E (f, f) +
∫

X

L̂ϕ

ϕ + ε
f2 dm,

(5.7)

which implies that E (f, f) ≥ Î(f2 · m) and the equation (5.6) follows.

Remark 5.5. In [24], Donsker and Varadhan assumed that the Markov process satisfies the
Feller property, that is, pt(Cb(X)) ⊂ Cb(X). Here Cb(X) stands for the set of bounded continu-
ous functions on X. In [52], the argument of [24] was modified by using the α-resolvent under the
assumption that M satisfies the strong Feller property, Gα(Bb(X)) ⊂ Cb(X). One of our main
objectives is to obtain the lower bounds of the principal eigenvalues for time changed processes;
however, it is difficult in general to prove the Feller property of time changed processes (see [47],
where one-dimensional diffusion processes are discussed). Here we would like to emphasize that
it always holds that Gα(Cφ

b (X)) ⊂ Cφ
b (X) as mentioned in the proof of Lemma 5.2. This is the

reason we modify the I-function by the α-resolvent and use the notion of extended generators
in our argument.
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Remark 5.6. Suppose that (E ,F) is a local Dirichlet form. Then the corresponding process is
an m-symmetric diffusion process on X. Define

Dloc

(
L̂

)
=

{
u ∈ Cφ(X) : ∃g ∈ Cφ(X) s.t. u(Xt) − u(X0) −

∫ t

0
g(Xs) ds is a local martingale,

∀t < ζ and
g

u + ε
∈ B∗

b (X)
}

.

For u ∈ Dloc

(
L̂

)
, we denote by L̂u the function g in the definition of Dloc

(
L̂

)
. Let D+

loc

(
L̂

)
be the set of nonnegative functions in Dloc

(
L̂

)
. We then have

E(f, f) = − inf
u∈D+

loc(L̂), ε>0

∫
X

L̂u

u + ε
f2 dm. (5.8)

Indeed, the upper estimate of E(f, f) is clear from (5.6) because D+
(
L̂

)
⊂ D+

loc

(
L̂

)
. Since

p̂ϕ
t 1 ≤ 1 for ϕ ∈ D+

loc

(
L̂

)
and L̂ϕ/(ϕ + ε) is bounded, the lower estimate follows by the same

argument as Theorem 5.4. Hence we can take unbounded functions as test functions in the
right hand side of (5.8). For instance, let us consider the Ornstein-Uhlenbeck process on (0,∞)
absorbed at 0. Then u(x) = x ∈ D+

loc

(
L̂

)
and

L̂u(x) =
d2u

dx2
(x) − x

du

dx
(x) = −x.

5.2 Applications

In this section, we assume that M is transient. Let λ0 be the bottom of the spectrum of the
Dirichlet form (E ,F):

λ0 = inf
{
E(f, f) : f ∈ F ,

∫
X

f2 dm = 1
}

.

On account of Theorem 5.4 we have

Theorem 5.7. It holds that

λ0 = inf

 sup
u∈D+(L̂), ε>0

∫
X

−L̂u

u + ε
f2dm : f ∈ F ,

∫
X

f2 dm = 1

 . (5.9)

Proof. Since E(f, f) ≥ E(|f |, |f |) for f ∈ F ([29, p.5]), it holds that

λ0 = inf
{
E(|f |, |f |) : f ∈ F ,

∫
X

f2 dm = 1
}

.

By applying Theorem 5.4 to E(|f |, |f |), the equation (5.9) follows.

We now derive the generalized Barta’s inequality, a lower bound estimate of λ0. Set

C =
{

u ∈ D+
(
L̂

)
: u > 0, −L̂u > 0

}
.

We then have
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Theorem 5.8. (Generalized Barta’s inequality) It holds that

λ0 ≥ inf
x∈X

(
−L̂u

u

)
(x) (5.10)

for any u ∈ C. In particular, if there exist u ∈ C and κ > 0 such that −L̂u ≥ κu, then λ0 ≥ κ.

Proof. Let u ∈ C. From Theorem 5.4 and Fatou’s lemma, it follows that, for any f ∈ F
with

∫
X f2 dm = 1,

E(f, f) ≥ lim inf
ε→0

∫
X

(
− L̂u

u + ε

)
f2 dm

≥ inf
x∈X

(
−L̂u

u

)
(x)

∫
X

f2 dm

= inf
x∈X

(
−L̂u

u

)
(x),

which implies (5.10).

M. F. Chen [13, Theorem 1.1] obtained the same estimate as Theorem 5.8 for jump processes
on measurable spaces. For the case where the state spaces are locally compact, Theorem 5.8
becomes an extension of Chen’s result to general symmetric Markov processes.

We shall give another lower bound estimate of λ. Define G0u := u and

Gn+1u(x) = G (Gnu) (x) = Ex

[∫ ∞

0
Gnu(Xs) ds

]
, x ∈ X

for any nonnegative integer n ≥ 0 and u ∈ Cφ,+
b (X).

Proposition 5.9. For any n ≥ 0 and u ∈ Cφ,+
b (X), it holds that

inf
x∈X

(
Gnu

Gn+1u

)
(x) ≤ inf

x∈X

(
Gn+1u

Gn+2u

)
(x). (5.11)

Proof. Since

Gn+1u = G

(
Gnu

Gn+1u
Gn+1u

)
≥

(
inf
x∈X

(
Gnu

Gn+1u

)
(x)

)
Gn+2u,

we get (5.11).

Theorem 5.10. It holds that

λ0 ≥ inf
x∈X

(
Gnu

Gn+1u

)
(x) (5.12)

for any n ≥ 0 and u ∈ Cφ,+
b (X). In particular, it follows that, by taking u = 1 and n = 0,

λ0 ≥ 1
supx∈X Ex[ζ]

. (5.13)
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Proof. Since, by the definition of L̂,

−L̂Gn+1u = Gnu

for any u ∈ Cφ,+
b (X), it is clear that Gn+1u ∈ C. Applying Theorem 5.8 to Gn+1u, we obtain

(5.12).

Using Proposition 5.9 and Theorem 5.10, we have

Corollary 5.11. It holds that

λ0 ≥ lim
n→∞

inf
x∈X

(
Gnu

Gn+1u

)
(x)

for any u ∈ Cφ,+
b (X)

Under some assumptions, S. Sato [48] gave the same estimate of the spectral radius for non-
symmetric right continuous strong Markov processes by using the dual operator of the resolvent.

From now on, we suppose in addition that the Dirichlet form (E ,F) is regular. Using
Theorem 5.4, we shall prove the following:

Theorem 5.12. ([7], [28], [50], [59]) For any µ ∈ S1, it holds that∫
X

f2 dµ ≤ ∥Gµ∥∞E(f, f), f ∈ F . (5.14)

There are analytic and probabilistic approaches to prove (5.14): Vondraček [59, Theorem
1] derived (5.14) from the capacitary inequality; however, the constant of the right hand side
is 4∥Gµ∥∞ instead of ∥Gµ∥∞. Stollmann and Voigt [50, Theorem 3.1] first proved (5.14) by
using the operator theory. Fitzsimmons [28, Example 1.17] also established (5.14) from Hardy’s
inequality for Dirichlet forms ([28, Theorem 1.9]). In [7, Corollary 3.1], Ben Amor showed (5.14)
by using the fact that the measure |u|·µ is of finite energy integral for u ∈ L2(X; µ) ([7, Theorem
3.1]). Here we give a new proof of (5.14) by applying Theorem 5.4 to the time changed process
M̌ of M with respect to the PCAF Aµ

t . Recall that
(
Ě , F̌

)
is the Dirichlet form of M̌.

Proof. Since E(f, f) ≥ E(|f |, |f |), it suffices to prove (5.14) for f ∈ F with f ≥ 0 µ-a.e. on
X. The Dirichlet principle (1.9) implies that

E(f, f) ≥ Ě(f |F , f |F ),

where f |F is the restriction of f on F = supp[µ]. Let Ľ be the extended generator of M̌. Then
it follows from Theorem 5.4 that

Ě(f |F , f |F ) = − inf
u∈D+(Ľ), ε>0

∫
F

Ľu

u + ε
(f |F )2dµ.

Let Ǧ be the 0-resolvent of M̌. Since Ǧ1(x) = Ex

[
Aµ

ζ

]
, (1.5) yields that

Ě(f |F , f |F ) ≥
∫

F

1
Ǧ1 + ε

(f |F )2dµ

≥ 1
∥Gµ∥∞ + ε

∫
F

f2dµ.
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Letting ε ↓ 0, we have (5.14).

From now on, we assume in addition that the transition density of M is absolutely continuous
with respect to the measure m. Let µ ∈ K∞. Then it follows from (5.13) that, if

sup
x∈X

Ex

[
Aµ

ζ

]
< 1, (5.15)

then λ̌(µ) > 1, where λ̌(µ) is the bottom of the spectrum for M̌ as defined in (1.11). We thus
rediscover the Khas’minskii lemma [38, Lemma 3] by Theorem 1.2: the condition (5.15) implies
that

sup
x∈X

Ex

[
exp

(
Aµ

ζ

)]
< ∞.
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Chapter 6

Principal eigenvalues for symmetric
α-stable processes

In this chapter, we estimate the principal eigenvalues for symmetric α-stable processes by us-
ing generalized Barta’s inequality. Furthermore, we calculate explicitly the principal eigenval-
ues for time changed processes of Brownian motions and symmetric α-stable processes, and of
Schrödinger operators.

6.1 Principal eigenvalues for time changed processes

6.1.1 In case of α = 2

We first calculate the principal eigenvalues for time changed processes of killed Brownian mo-
tions. In this subsection, we denote by M = (Bt, Px) the Brownian motion on Rd. For a measure
ν ∈ KRd

, let Mν = (Bν
t , P ν

x ) be the exp (−Aν)-subprocess of the Brownian motion on Rd and
Gν(x, y) the Green function of Mν . Define for a measure µ ∈ KRd

∞ ,

λ̌(µ, ν) = inf
{

1
2
D(u, u) +

∫
Rd

u2 dν : u ∈ C∞
0 (Rd),

∫
Rd

u2 dµ = 1
}

.

Then the equation (1.9) implies that λ̌(µ, ν) coincides with the principal eigenvalue for the time
changed process of Mν with respect to Aµ.

For d = 1, the Dirac measure δa at a ∈ R admits the local time la(t) at a under the Revuz
correspondence ([29, Examples 2.1.2 and 5.1.1]). For d ≥ 2, since the space with codimension
one is of positive capacity, the surface measure also admits the local time on the surface.

Example 6.1. Assume that d = 1. If we set ν(dx) = 1(a,b) dx for a < b, then Aαν
t =

α
∫ t
0 1(a,b)(Bs) ds for α > 0. By definition,

λ̌(βδz, α1(a,b)dx) = inf
{

1
2
D(u, u) + α

∫ b

a
u2 dx : u ∈ C∞

0 (R), βu2(z) = 1
}

. (6.1)

Let Cap be the 0-order capacity with respect to Mαν . Then the infimum above is attained by

1√
β

Pαν
x (σz < ∞) =

1√
β

Ex

[
exp

(
−α

∫ σz

0
1(a,b)(Bs) ds

)]
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because the right hand side of (6.1) coincides with Cap({z})/β. First suppose that z < a. Then
it follows from [11, p.167, 2.7.1] that

Ex

[
exp

(
−α

∫ σz

0
1(a,b)(Bs) ds

)]

=



1, x < z√
2α(a − x) sinh(

√
2α(b − a)) + cosh(

√
2α(b − a))√

2α(a − z) sinh(
√

2α(b − a)) + cosh(
√

2α(b − a))
, z < x ≤ a

cosh(
√

2α(b − x))√
2α(a − z) sinh(

√
2α(b − a) + cosh(

√
2α(b − a))

, a ≤ x ≤ b

1√
2α(a − z) sinh(

√
2α(b − a)) + cosh(

√
2α(b − a))

, b ≤ x.

Hence a direct calculation yields that

λ̌(βδz, α1(a,b) dx) =
1
2β

√
2α sinh(

√
2α(b − a))

cosh(
√

2α(b − a)) +
√

2α(a − z) sinh(
√

2α(b − a))
.

Next suppose that a < z ≤ b. It also follows from [11, p.167, 2.7.1] that

Ex

[
exp

(
−α

∫ σz

0
1(a,b)(Bs) ds

)]
=



1
cosh(

√
2α(z − a))

, x ≤ a

cosh(
√

2α(x − a))
cosh(

√
2α(z − a))

, a ≤ x < z

cosh(
√

2α(b − x))
cosh(

√
2α(b − z))

, z < x ≤ b

1
cosh(

√
2α(b − z))

, b ≤ x.

Thereby,

λ̌(βδz, α1(a,b)dx) =
√

α

4
√

2β

{
sinh(2

√
2α(z − a))

cosh2(
√

2α(z − a))
+

sinh(2
√

2α(b − z))
cosh2(

√
2α(b − z))

}
.

Example 6.2. First suppose that d = 1. For n ∈ N, let {ai}n
i=0 and {bi}n

i=1 be sequences
which satisfy a0 < b1 < a1 < b2 < · · · < bn < an. If we set ν =

∑n
i=0 αiδai for αi ≥ 0, then

Aν
t =

∑n
i=0 αilai(t). Put µ =

∑n
i=1 βiδbi

for βi > 0. Then

λ̌

(
n∑

i=1

βiδbi
,

n∑
i=0

αiδai

)
= inf

{
E(u, u) +

n∑
i=0

αiu(ai)2 : u ∈ C∞
0 (R),

n∑
i=1

βiu(bi)2 = 1

}
.

Note that the infimum above is attained by the harmonic function u, which satisfies

u(x) = Ex

[
exp

(
−Aν

σB

)
u(BσB

)
]

=


u(b1)Ex [exp (−α0la0(σ1))] , x < b1

u(bi)Ex [exp (−αilai(σi)) : σi < σi+1]
+u(bi+1)Ex [exp (−αilai(σi+1)) : σi+1 < σi] , bi < x < bi+1

u(bn)Ex [exp (−αnlan(σn))] , bn < x.
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Here B = {bi}n
i=1 and σi is the hitting time of bi. Then it follows from [11, p.164, 2.3.1] that

Ex [exp (−α0la0(σ1))] =
1 + 2α0(x − a0)
1 + 2α0(b1 − a0)

, a0 ≤ x < b1

Ex [exp (−αnlan(σn))] =
1 + 2αn(an − x)
1 + 2αn(an − bn)

, bn < x ≤ an.

It also follows from [11, p.174, 3.3.5] that

Ex [exp (−αilai(σi)) : σi < σi+1] =


bi+1 − x + 2αi(bi+1 − ai)(ai − x)
bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)

, bi < x ≤ ai

bi+1 − x

bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)
, ai ≤ x < bi+1,

and

Ex [exp (−αilai(σi+1)) : σi+1 < σi] =


x − bi

bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)
, bi < x ≤ ai

x − bi + 2αi(ai − bi)(x − ai)
bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)

, ai ≤ x < bi+1.

We thus have

1
2
D(u, u) +

n∑
i=1

αiu(ai)2

=
1
2

n−1∑
i=1

1
bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)

(u(bi+1) − u(bi))2

+
(

α0

1 + 2α0(b1 − a0)
+

α1(b2 − a1)
b2 − b1 + 2α1(b2 − a1)(a1 − b1)

)
u(b1)2

+
n−1∑
i=2

(
αi−1(ai−1 − bi−1)

bi − bi−1 + 2αi(bi − ai−1)(ai−1 − bi−1)
+

αi(bi+1 − ai)
bi+1 − bi + 2αi(bi+1 − ai)(ai − bi)

)
u(bi)2

+
(

αn−1(an−1 − bn−1)
bn − bn−1 + 2αn−1(bn − an−1)(an−1 − bn−1)

+
αn

1 + 2αn(an − bn)

)
u(bn)2.

(6.2)

Here we note that the right hand side of (6.2) is the Dirichlet form on L2(B; µ) generated by
the time changed process of Mν with respect to Aµ

t . Moreover, its Q-matrix is

Q =


β1

−1 0 · · · · · · 0
0 β2

−1 · · · · · · 0
· · · · · · · · · · · · · · ·
· · · · · · 0 βn−1

−1 0
0 · · · · · · 0 βn

−1





−B1 A1 0 · · · · · · 0
A1 −B2 A2 · · · · · · · · ·
0 A2 −B3 · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · An−2 −Bn−1 An−1

0 · · · · · · 0 An−1 −Bn

 ,
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where

Ak =
1

2 (bk+1 − bk + 2αi(bk+1 − ak)(ak − bk))

B1 =
α0

1 + 2α0(b1 − a0)
+ A1(1 + 2α1(b2 − a1))

Bk = Ak−1(1 + 2αk−1(ak−1 − bk−1)) + Ak(1 + 2αk(bk+1 − ak)), 2 ≤ k ≤ n − 1

Bn =
αn

1 + 2αn(an − bn)
+ An−1(1 + 2αn−1(an−1 − bn−1)).

Hence

λ̌

(
n∑

i=1

βiδbi
,

n∑
i=0

αiδai

)
= −max{κ : |Q − κI| = 0},

where I is the n × n-unit matrix. When n = 1, we get

λ̌ (β1δb1 , α0δa0 + α1δa1) =
α0 + α1 + 2α0α1(a1 − a0)

β1(1 + 2α0(b1 − a0))(1 + 2α1(a1 − b1))
.

In particular, if b1 − a0 = a1 − b1 = r, then

λ̌ (β1δb1 , α0δa0 + α1δa1) =
α0 + α1 + 4α0α1r

β1(1 + 2α0r)(1 + 2α1r)
.

When n = 2 and α0 = α2 = 0, we obtain

λ̌ (β1δb1 + β2δb2 , α1δa1) =
β1(1 + 2α1(a1 − b1)) + β2(1 + 2α1(b2 − a1))

4β1β2{b2 − b1 + 2α1(b2 − a1)(a1 − b1)}

−

√
{β1(1 + 2α1(a1 − b1)) − β2(1 + 2α1(b2 − a1))}2 + 4β1β2

4β1β2{b2 − b1 + 2α1(b2 − a1)(a1 − b1)}
.

Assume in addition that β1 = β2 = β and b2 − a1 = a1 − b1 = r. Then

λ̌ (β(δb1 + δb2), α1δa1) =
α1

2β(1 + α1r)
.

Next suppose that d ≥ 2．Let {ri}n
i=0 and {Ri}n

i=1 be sequences such that 0 < r0 < R1 <
r1 < R2 < · · · < Rn < rn. Denote by δr the surface measure on ∂B(r) = {x ∈ Rd : |x| = r}. We
now calculate the following:

λ̌

(
n∑

i=1

βiδRi ,
n∑

i=0

αiδri

)

= inf

{
1
2
D(u, u) +

n∑
i=0

αi

∫
∂B(ri)

u2 dδri : u ∈ C∞
0 (Rd),

n∑
i=1

βi

∫
∂B(Ri)

u2 dδRi = 1

}
.

Because of the spherical symmetry, it suffices for us to consider the Bessel process, Wt = |Bt|.
Then the right hand side above is equal to

inf

{
1
2

∫ ∞

0

(
du

dx

)2

xd−1dx +
n∑

i=0

αiu(ri)2rd−1
i : u ∈ C∞

0 ([0,∞)),
n∑

i=1

βiu(Ri)2Rd−1
i = 1

}
.
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Hence we can calculate λ̌ (
∑n

i=1 βiδRi ,
∑n

i=0 αiδri) by the same way as for the one-dimensional
case. For example, when d = 2 and n = 1,

λ̌ (β1δR1 , α0δr0 + α1δr1) =
α0r0 + α1r1 + 2α0α1r0r1(log r1 − log r0)

β1R1 {1 + 2α0r0(log R1 − log r0)} {1 + 2α1r1(log r1 − log R1)}
.

On the other hand, when d ≥ 3 and n = 1,

λ̌ (β1δR1 , α0δr0 + α1δr1) =
1

β1R
2ν+1
1

{
να0r

2ν+1
0

ν + α0r
2ν+1
0 (r−2ν

0 − R−2ν
1 )

+
2ν(ν + α1r1)R2ν

1

ν + α1r1R2ν
1 (R−2ν

1 − r−2ν
1 )

}
,

where ν = d/2 − 1.

6.1.2 In case of 0 < α ≤ 2

We next consider the principal eigenvalues for time changed processes of symmetric α-stable
processes. Let Mα = (Xt, Px) be the symmetric α-stable process on Rd and MD the absorbing
α-stable process on an open set D in Rd. Take µ ∈ KD

∞ and let M̌D be the time changed process
of MD with respect to Aµ

t . Let

λ̌(µ; D) = inf
{
ED(u, u) : u ∈ C∞

0 (D),
∫

D
u2 dµ = 1

}
.

Then λ̌(µ; D) is the principal eigenvalue for M̌D as mentioned in Chapter 1.

Example 6.3. Let B(R) = {x ∈ Rd : |x| < R}. Denote by τR the exit time from B(R),
τR = inf{t > 0 : Xt /∈ B(R)}. Let MR be the symmetric α-stable process killed outside B(R).
Since

Ex [τR] =
21−αΓ

(
d

2

)
Γ

(α

2
+ 1

)
Γ

(
d + α

2

) (
R2 − |x|2

)α/2
, x ∈ B(R)

by Section 5 of [30], we have by (5.13),

λ̌(dx; B(R)) ≥
Γ

(α

2
+ 1

)
Γ

(
d + α

2

)
21−αΓ

(
d

2

)
Rα

.

In [6, §3], the same estimate above was obtained in a similar fashion.

Example 6.4. For d > α, let µ(dx) = 1B(R)dx be the Lebesgue measure restricted on B(R).
Then the PCAF Aµ

t with Revuz measure µ is given by

Aµ
t =

∫ t

0
1B(R)(Xs) ds.

Then Aµ
∞ is the lifetime of the time changed process of Mα with respect to Aµ. Let ωd be the

surface area of a unit ball in Rd. A direct calculation yields that

sup
x∈B(R)

Ex[Aµ
∞] = sup

x∈B(R)

∫
B(R)

G(x, y) dy

=
∫

B(R)
G(0, y) dy =

21−αΓ
(

d − α

2

)
ωd

απd/2Γ
(α

2

) Rα.
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Here G(x, y) is the Green function of Mα in (1.22). Noting that ωd = 2πd/2/Γ(d/2), we obtain

λ̌(1B(R)dx; Rd) ≥
αΓ

(
d

2

)
Γ

(α

2
+ 1

)
21−αΓ

(
d − α

2

)
Rα

.

In the reminder of this subsection, we assume that d = 1 and 1 < α ≤ 2. Then, since one
point is of positive capacity, the Dirac measure δa at a ∈ R admits the local time at a under the
Revuz correspondence.

Example 6.5. Let MR be the absorbing symmetric α-stable process on (−R,R) and a ∈
(−R,R). Denote by GR(x, y) the Green function of MR. Since

GR(x, a) = Ex [la(τR)] = Ex [la(τR);σa < τR]
= Ex

[
EXσa

[la(τR)] ; σa < τR

]
= Px(σa < τR)GR(a, a),

that is,

Px(σa < τR) =
GR(x, a)
GR(a, a)

,

we see in a similar way to Example 6.1 that

λ̌(δa; (−R,R)) = Eα(P·(σa < τR), P·(σa < τR))

=
1

GR(a, a)2
Eα(GR(·, a), GR(·, a))

=
1

GR(a, a)2

∫ R

−R
GR(x, a) δa(dx) =

1
GR(a, a)

.

It follows from Corollary 4 of [10] that, for |x| < R and |y| ≤ R,

GR(x, y) =
1

2α−1Γ
(α

2

)2

∫ z

0
(u + 1)−1/2uα/2−1 du|x − y|α−1,

where z = (R2 − |x|2)(R2 − |y|2)/R2|x − y|2. Hence

GR(a, a) =
(R2 − a2)α−1

(α − 1)2α−2Γ
(α

2

)2
Rα−1

,

and

λ̌(δa; (−R,R)) =
(α − 1)2α−2Γ

(α

2

)2
Rα−1

(R2 − a2)α−1
.

Let M∞ be the absorbing symmetric α-stable process on (0,∞) and a ∈ (0,∞). Denote by
G∞(x, y) the Green function of M∞. Since

G∞(x, y) =
2

Γ
(α

2

)2

∫ x∧y

0
z(α−2)/2 (z + |y − x|)(α−2)/2 dz
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by [45], we have

λ̌(δa; (0,∞)) =
(α − 1)Γ

(α

2

)2

2aα−1
.

Example 6.6. Let M0 be the absorbing α-stable process on R \ {0} and denote by G0 the
Green function of M0. Getoor [31] then showed that

G0(x, y) = − 1

Γ(α) cos
(πα

2

) (
|x|α−1 + |y|α−1 − |x − y|α−1

)
(see also [44, p. 379]). Hence for a > 0,

λ̌(δa; R \ {0}) =
1

G0(a, a)

= −
Γ(α) cos

(πα

2

)
2aα−1

.

The following are three graphs of λ̌(δa; R \ {0}) with respect to α ∈ (1, 2]. If a is small, then
λ̌(δa; R \ {0}) is increasing monotonously. However, λ̌(δa; R \ {0}) takes the maximal value for
large a. We can guess that λ̌(δa; R \ {0}) takes the maximal value for a > 1.5.

1.2 1.4 1.6 1.8 2

2

4

6

8

10

Figure 6.1: λ̌(δ0.05; R \ {0})
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Figure 6.2: λ̌(δ1.5; R \ {0})
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Figure 6.3: λ̌(δ10; R \ {0})

We can also calculate λ̌(δa + δ−a; R \ {0}). In fact, the strong Markov property implies that

G0(x, a) + G0(x,−a) = Ex [(la(σ0) + l−a(σ0))]

= Ex

[(
EXσa∧σ−a

[la(σ0)] + EXσa∧σ−a
[l−a(σ0)]

)
; σa ∧ σ−a < σ0

]
= Ex [(Ea [la(σ0)] + Ea [l−a(σ0)]) ; σa ∧ σ−a < σ0, σa < σ−a]

+ Ex [(E−a [la(σ0)] + E−a [l−a(σ0)]) ; σa ∧ σ−a < σ0, σ−a < σa] .

By noting that G0(a, a) = G0(−a,−a) and G0(a,−a) = G0(−a, a), the right hand side above is
equal to

G0(a, a) (Px(σa ∧ σ−a < σ0, σa < σ−a) + Px(σa ∧ σ−a < σ0, σ−a < σa))

+ G0(a,−a) (Px(σa ∧ σ−a < σ0, σa < σ−a) + Px(σa ∧ σ−a < σ0, σ−a < σa))

=
(
G0(a, a) + G0(a,−a)

)
Px(σa ∧ σ−a < σ0),

that is,

Px(σa ∧ σ−a < σ0) =
G0(x, a) + G0(x,−a)
G0(a, a) + G0(a,−a)

. (6.3)
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A direct calculation implies that

λ̌(δa + δ−a; R \ {0}) = inf
{
Eα(u, u) : u ∈ C∞

0 (R \ {0}), u(a)2 + u(−a)2 = 1
}

= inf
{
Eα(u, u) : u ∈ C∞

0 (R \ {0}), u(a) = u(−a) =
1√
2

}
=

1
2

inf {Eα(u, u) : u ∈ C∞
0 (R \ {0}), u(a) = u(−a) = 1}

=
1
2
Eα(P·(σa ∧ σ−a < σ0), P·(σa ∧ σ−a < σ0)).

By (6.3), the last term above is equal to

1
2 (G0(a, a) + G0(a,−a))2

Eα
(
G0(·, a) + G0(·,−a), G0(·, a) + G0(·,−a)

)
=

1
2 (G0(a, a) + G0(a,−a))2

∫
R\{0}

(
G0(x, a) + G0(x,−a)

)
(δa(dx) + δ−a(dx))

=
1

G0(a, a) + G0(a,−a)
= −

Γ(α) cos
(πα

2

)
(4 − 2α−1)aα−1

.

Example 6.7. Let Mp be the absorbing symmetric α-stable process on R \ {−p, p}. Denote by
Gp(x, y) the Green function of Mp. We then see from (2.9) of [44] that

Gp(x, y) = Lp(x) + Px(σp < σ−p)a(y − p) + Px(σ−p < σp)a(y + p) − a(y − x),

where
a(x) = − 1

Γ(α) cos
(πα

2

) |x|α−1

and Lp is some function. Noting that Gp(x, p) = Gp(x,−p) = 0, we obtain

Lp(x) =
1
2

(a(x − p) + a(x + p) − a(2p)) .

Since Theorem 6.5 of [31] yields that

Px(σ±p < σ∓p) =
1
2

+
1

2a(2p)
(a(x ± p) − a(x ∓ p)),

we get

Gp(x, y) =
1
2
(a(x − p) + a(x + p) + a(y − p) + a(y + p) − a(2p))

− 1
2a(2p)

(a(x − p) − a(x + p))(a(y − p) − a(y + p)) − a(x − y).

Therefore,

λ̌(δq; R \ {−p, p}) =
1

Gp(q, q)

= −
2Γ(α) cos

(πα

2

)
|2p|α−1

4|p − q|α−1|p + q|α−1 − (|p − q|α−1 + |p + q|α−1 − |2p|α−1)2
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for p ̸= q. In particular,

λ̌(δ0; R \ {−p, p}) = −
Γ(α) cos

(πα

2

)
(2 − 2α−2)|p|α−1

.

We can also see that

λ̌(δq + δ−q; R \ {−p, p}) =
1

Gp(q, q) + Gp(q,−q)

= −
Γ(α) cos

(πα

2

)
2|p − q|α−1 + 2|p + q|α−1 − |2p|α−1 − |2q|α−1

.

6.2 Principal eigenvalues of Schrödinger operators

In this subsection, we calculate the principal eigenvalues of Schrödinger operators defined by

λ1(µ; D) = inf
{
ED(u, u) −

∫
D

u2 dµ : u ∈ C∞
0 (D),

∫
D

u2 dx = 1
}

for µ ∈ KD
∞.

6.2.1 In case of α = 2

Example 6.8. Suppose that d = 1. Let us take first D = (−R,R) for R > 0 and µ =
∑n

i=1 αiδai ,
where αi > 0 and −R < a1 < a2 < · · · < an < R. Denote by h the ground state corresponding
to the principal eigenvalue λ1 := λ1(µ; (−R,R)). We then see from (1.16) that

h(x) =
n∑

i=1

αiG
R
−λ1

(x, ai)h(ai),

where GR
β (x, y) is the β-resolvent of the absorbing Brownian motion on (−R,R). Let GR

β be the

n × n-matrix defined by
(
αjG

R
β (ai, aj)

)
1≤i,j≤n

. Then the relation above implies that

λ1 = min
{
κ : |GR

−κ − I| = 0
}

.

First take µ = δa. Since

GR
−λ1

(x, y) =
2√

−2λ1 sinh(
√
−2λ1R)

sinh
{√

−2λ1(R − x)
}

sinh
{√

−2λ1(R + y)
}

(6.4)

for −R < y ≤ x < R ([11, p.105]) and GR
−λ1

(a, a) = 1, λ1 is a solution to

√
−2λ(e2

√
−2λR − e−2

√
−2λR)

e2
√
−2λR + e−2

√
−2λR − e2

√
−2λa − e−2

√
−2λa

= 1. (6.5)

Denote by h the ground state of λ1 so that
∫ R
−R h2 dx = 1. Then

h(x) =

{
C1 sinh

{
2
√
−2λ1(R − a)

}
sinh

{
2
√
−2λ1(R + x)

}
, −R < x ≤ a

C1 sinh
{
2
√
−2λ1(R + a)

}
sinh

{
2
√
−2λ1(R − x)

}
, a < x < R,
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where

C1 = C1(a,R, λ1)

= 2(−8λ1)1/4

{
sinh2

{
2
√

−2λ1(R + a)
} (

sinh
{

4
√

−2λ1(R − a)
}
− 4

√
−2λ1(R − a)

)
+ sinh2

{
2
√

−2λ1(R − a)
}(

sinh
{

4
√

−2λ1(R + a)
}
− 4

√
−2λ1(R + a)

) }−1/2

.

(6.6)

For instance, suppose that a = 0. Since the equation (6.5) becomes
√
−2λ(e2

√
−2λR + 1)

e2
√
−2λR − 1

= 1,

we can find that if R > 1, then λ1 is a unique solution to the equation above and −1/2 < λ1 < 0.
Otherwise, λ1 = 0.

Next take µ = δa + δ−a for a ∈ (0, R). Let h be the normalized ground state corresponding
to the principal eigenvalue λ1 := λ1(δa + δ−a; (−R,R)) so that

∫ R
−R h2 dx = 1. Then it follows

from (6.4) that
√
−2λ1 sinh

(
2
√
−2λ1R

)
2 sinh

{√
−2λ1(R − a)

} (
sinh

{√
−2λ1(R − a)

}
+ sinh

{√
−2λ1(R + a)

}) = 1 (6.7)

and

h(x)

=


C2 sinh

{
2
√
−2λ1(R + a)

}
sinh

{
2
√
−2λ1(R − a)

}
sinh

{
2
√
−2λ1(R + x)

}
, −R < x ≤ −a

C2 sinh
{
2
√
−2λ1(R − a)

}
sinh

{
2
√
−2λ1(R − x)

}
sinh

{
2
√
−2λ1(R + x)

}
, −a < x ≤ a

C2 sinh
{
2
√
−2λ1(R − a)

}
sinh

{
2
√
−2λ1(R + a)

}
sinh

{
2
√
−2λ1(R − x)

}
, a < x < R,

where C2 = C2(a,R, λ1) is the normalizing positive constant. Assume that a = 1. If R > 3/2,
then the principal eigenvalue λ1 is a negative unique solution to (6.7). Otherwise, λ1 = 0

Example 6.9. Suppose that d = 1. Let us take first D = (0,∞) and a ∈ (0,∞). Denote by
G0

−β(x, y) the β-resolvent of the absorbing Brownian motion on (0,∞):

G0
β(x, y) =

2√
2β

e−
√

2βx sinh
(√

2βy
)

for 0 < y < x ([11, p.107]). By the same way as in Example 6.8, it follows that the principal
eigenvalue λ1 := λ1(δa; (0,∞)) is a unique solution to

√
−2λe2

√
−2λa

e2
√
−2λa − 1

= 1.

A direct calculation implies that this equation has a negative unique solution −1/2 < λ1 < 0 if
a > 1/2. We denote by h the ground state corresponding to λ1 with normalization

∫ ∞
0 h2 dx = 1.

Then

h(x) =

{
C3e

−
√
−2λ1a sinh(

√
−2λ1x), 0 < x ≤ a

C3e
−
√
−2λ1x sinh(

√
−2λ1a), a < x,
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where
C3 = C3(a, λ1) = − 4λ1(

e2
√
−2λ1a − (1 + 2

√
−2λ1a)

)1/2
.

Next take D = (0,∞) and µ = δa + δb for 0 < a < b. Put λ1 = λ1(δa + δb; (0,∞)). We then
see in a similar way to Example 6.8 that

G0
−λ1

(a, b)2 = (1 − G0
−λ1

(a, a))(1 − G0
−λ1

(b, b)).

Denote by h the ground state corresponding to λ1 with normalization
∫ ∞
0 h2 dx = 1. Then

h(x) =


C4e

−
√
−2λ1a{e2

√
−2λ1a + e2

√
−2λ1b(

√
−2λ1 − 1)} sinh(

√
−2λ1x), 0 < x ≤ a

C4e
−
√
−2λ1x{e2

√
−2λ1x + e2

√
−2λ1b(

√
−2λ1 − 1)} sinh(

√
−2λ1a), a < x ≤ b

C4

√
−2λ1e

√
−2λ1(2b−x) sinh(

√
−2λ1a), b < x,

where C4 = C4(a, b, λ1) is the positive normalizing constant. If we assume that a = 1/4, then
−2 < λ1 < 0 for b > 1/4.

6.2.2 In case of 0 < α ≤ 2

In this subsection, we assume that 0 < α ≤ 2.

Example 6.10. Suppose that d = 1 and 1 < α ≤ 2. Let D = R and µ =
∑n

i=1 αiδai , where
αi > 0 and −∞ < a1 < a2 < · · · < an < ∞. Denote by h the ground state corresponding to
λ1(α) := λ1(µ; R) with normalization

∫ ∞
−∞ h2 dx = 1. Let Gβ(x, y), β > 0, be the β-resolvent of

Mα,

Gβ(x, y) =


21/α

π

∫ ∞

0

cos{21/α(x − y)z}
β + zα

dz, 1 < α < 2

1√
2β

e−
√

2β|x−y|, α = 2.

We then see in a similar way to Example 6.8 that

h(x) =
n∑

i=1

αiG−λ1(α)(x, ai)h(ai)

and
λ1(α) = min {κ : |G−κ − I| = 0} ,

where Gβ is the n × n-matrix defined by (αjGβ(ai, aj))1≤i,j≤n. We now assume that n = 1,
a1 = 0 and α1 = Q − 1 > 0. For 1 < α < 2, since (Q − 1)G−λ1(α)(0, 0) = 1 and

G−λ1(a)(0, 0) =
21/α

π(−λ1(α))(α−1)/α

∫ ∞

0

1
1 + zα

dz

=
21/α

α sin
(π

α

)
(−λ1(α))(α−1)/α

,

it follows that

λ1(α) = −

(Q − 1)21/α

α sin
(π

α

)


α/(α−1)

.
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This value is also true for α = 2. It also holds that

h(x) =

C

∫ ∞

0

cos(21/αxz)
λ1(α) + zα

dz, 1 < α < 2

(Q − 1)1/2 e−(Q−1)|x|, α = 2.

where C = C(α,Q) is the positive normalizing constant. The following is the graph of λ1(α) for
1.4 < α ≤ 2. We note that limα↓1 λ1(α) = −∞.
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Figure 6.4: λ1(α), 1.4 < α ≤ 2
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Appendix A

Positivity of the Green functions for
symmetric α-stable processes

Let Mα = (Xt, Px) be the symmetric α-stable process on Rd with 0 < α < 2 and MD =
(XD

t , PD
x ) the absorbing α-stable process on an open set D ⊂ Rd. Suppose that MD is transient

and denote its Green function by GD(x, y). In this appendix we prove

Theorem A.1. For any open set D ⊂ Rd, it holds that GD(x, y) > 0 for any x, y ∈ D.

We first show some lemmas needed for Theorem A.1. Denote by m the d-dimensional
Lebesgue measure.

Lemma A.2. For any closed set F ⊂ D with m(F ) > 0, it holds that PD
x (σF < ∞) > 0 for any

x ∈ D.

Proof. Let B(x, r) =
{
y ∈ Rd : |y − x| < r

}
for x ∈ D and r > 0. Set F̃ = F ∩ B(x, r)c

and take r > 0 such that m(F̃ ) > 0. Then F̃ ∩ B(x, r/2) = ∅. By using the notion of the Lévy
system (ND, t) for MD as defined in Chapter 1, it follows that for x ∈ D,

ED
x

∑
s≤t

1B(x,r/2)(Xs−)1F̃ (Xs)

 = ED
x

[∫ t

0

∫
D∆

1B(x,r/2)(Xs)1F̃ (y)ND(Xs, dy) ds

]

≥ ED
x

[∫ t

0

∫
D

1B(x,r/2)(Xs)1F̃ (y)ND(Xs, dy) ds

]
= A(d, α)ED

x

[∫ t

0
1B(x,r/2)(Xs)

(∫
D

1F̃ (y)
|Xs − y|d+α

dy

)
ds

]
.

(A.1)

Since m(F̃ ) > 0 implies that ∫
D

1F̃ (y)
|x − y|d+α

dy > 0, x ∈ D,

it holds that

ED
x

∑
s≤t

1B(x,r/2)(Xs−)1F̃ (Xs)

 > 0.

83



Hence PD
x (σF̃ ≤ t) > 0, which implies that

PD
x (σF < ∞) ≥ PD

x (σF̃ < ∞)

≥ PD
x (σF̃ ≤ t) > 0, x ∈ D.

Let GD(x,K) = GD1K(x) =
∫
K GD(x, y) dy. We then have

Lemma A.3. For any set K ⊂ D with m(K) > 0, it holds that GD(x,K) > 0 for any x ∈ D.

Proof. It holds that
m

({
x ∈ D : GD(x,K) > 0

})
> 0

for any set K ⊂ D with m(K) > 0 because∫
D

GD(x,K) dx =
∫

D
GD1K(x) dx

=
∫

D
GD1(x)1K(x) dx > 0.

Hence there exists a compact set F ⊂ {x ∈ D : GD(x,K) > 0} with m(F ) > 0 such that
GD(x,K) > 0 for all x ∈ F . On the other hand, it follows that for x ∈ D,

GD(x, K) = ED
x

[∫ ∞

0
1K(Xt) dt

]
≥ ED

x

[∫ ∞

σF

1K(Xt) dt; σF < ∞
]

.

Then the right hand side above is equal to

ED
x

[
ED

XσF

[∫ ∞

0
1K(Xt) dt

]
; σF < ∞

]
= ED

x

[
GD(XσF ,K);σF < ∞

]
by the strong Markov property. Since XσF ∈ F , we see from Lemma A.2 that

GD(x,K) ≥ ED
x

[
GD(XσF ,K);σF < ∞

]
> 0, x ∈ D.

Remark A.4. It follows that GD(x, y) = GD(y, x) > 0 for any x ∈ D and m-a.e. y ∈ D because
the set K is arbitrary in Lemma A.3.

Proof of Theorem A.1. Denote by pD
t (x, y) the integral kernel of the Markovian transition

semigroup of MD. Since

pD
t+s(x, y) =

∫
D

pD
t (x, z) pD

s (z, y) dz,

it holds that ∫ ∞

t
pD

s (x, y) ds =
∫

D
pD

t (x, z)
(∫ ∞

0
pD

s (z, y) ds

)
dz

=
∫

D
pD

t (x, z)GD(z, y) dz.
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Because
∫
D pD

t (x, y) dy > 0, there exists a set E ⊂ D such that pD
t (x, y) > 0 for m-a.e. y ∈ E.

Combining this with Remark A.4, we obtain

GD(x, y) ≥
∫ ∞

t
pD

s (x, y) ds

≥
∫

E
pD

t (x, z)GD(z, y) dz > 0

for any x, y ∈ D.

Remark A.5. Theorem 3.3 shows that the process MD is irreducible for any open set D ⊂ Rd

even if D is disconnected.
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