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1. Introduction
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o Reproduction only on a compact set in R4

> Ly;: forefront of the particle range at time ¢



> ({Xt}i>00{Pr}ycpd): symm. a-stable proc. on R4

1
generated by —5(—A)O‘/2 (a € (0,2))

cot .
= Py(|X¢| > R) ~ ha (R — oo) (heavy tail)

o Branching RW on Z with spatially homogeneous branching

[Durrett(83), Bhattacharya-Hazra-Roy(17)]
o (conti. time) branching RW on 7 [Bulinskaya(21)]

(reproduction only on )



2. Model and results
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(1) p-killed symm.
stable proc.

(2) binary branching
at the lifetime

(3) indep. reproduction

> wu: positive Radon meas. on R2 with compact support

> Gg(x,y): B-resolvent of the symm. «a-stable proc. on R

B—00 .’L'E]Rd Rd

lim sup Gg(x,y) p(dy) = 0 (Kato class)




1
> X\ := inf Spec (5(—A)a/2 — >: intensity of branching

In what follows, we assume A < 0

=> the ground state /. € C’;'(Rd) exists and

C
(@) ~ e [ hw) u(dy) (2l - o0

> Z: :=— population at time ¢
> Xf: position of the kth particle at time t (1 < k < Z})
> Ly := max |Xf|

1<k<Z;

maximal norm of particles alive at time t (forefront)



Z
> M; 1= eM Z h(Xf): nonneg. square integrable martingale
k=1

Theorem. decy > 0 (explicit), Vk > 0,

lim P, (e)‘t/aLt < lﬁ',) = Eg [eXP (—%_aC*Moo)}

t—00

RHS: average over the with parameter o

scaled by c. Mo [Bovier(17), Thm 1.12]
Remark. [(Non)degeneracy of Mo]
ed=1,a€ (1,2) =A< 0and Pp;(Msx >0) =1

oed>a=P,;(Msx =0) €(0,1)



3. Comment on the proof of Theorem
> R5(t) = ke A/ (k> 0: fixed)

By the Markov and branchmg properties at time T(< t),

 ZT
Py(Lt < R™(t)) = Eq H IP)Xk (Lt—r < R™(1))| -+ (A)
k=1 ]
By the [Nishimori-S(21+)],

Xk (Li—T < R*(t)) X exp (—K—e)‘Th(XT)> - (B)

By (A) and (B), we have as t — oo and T' — oo,

Fa(Li < RY) X Ex |exp (—aMa )| -+ (C)

K-,Oé



4. Tail probability and examples
> a(t): positive m’ble funct. s.t. a(t) — oo (t — o©)

Theorem B. decyx > 0 (as in Thm), loc. uniformly in x € RY,

P, (a"t/ ALy > a(t)) (t)

Example. [Catalytic branching] > d =1, a € (1, 2)

> pu = cdg (c > 0, dp: Dirac meas. at the origin)

=> reproduction only at the origin

Theorems hold, A and h(x) can be written explicitly [S(08)].





